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## Document Overview

The NPAC SMS Interoperable Interface Specification contains the information model for the Number Portability Administration Center and Service Management System (NPAC SMS) mechanized CMIP interfaces. Both Service Order Activation (SOA) and Local Service Management System (LSMS or Local SMS) interfaces to the NPAC SMS are described in this document.

## How To Use This Document

*The NPAC SMS**Interoperable Interface Specification* contains the following sections:

Section 1 ***Introduction*** ‑‑ This section describes the conventions and organization of this document. It also lists related documentation.

Section 2 ***Interface Overview*** ‑‑ This section contains an overview of CMIP protocol requirements and a brief description of the functionality provided in each interface.

Section 3 ***Hierarchy Diagrams*** ‑‑ This section contains the class hierarchy diagrams for all managed objects defined in the CMIP interoperable interface.

Section 4 ***Interface Functionality to CMIP Definition Mapping*** ‑‑ This section contains the mapping of the CMIP interface functionality to the managed objects, attributes, actions, and notifications.

Section 5 ***Secure Association Establishment***‑‑ This section contains information on secure association establishment.

Section 6 ***GDMO Definitions*** ‑‑ This section contains the GDMO interface definitions supporting the SOA to NPAC SMS interface and the NPAC SMS to Local SMS interface over CMIP.

Section 7 ***General ASN.1 Definitions*** ‑‑ This section contains the ASN.1 definitions that support the GDMO definitions in Section 7.

Section 8 ***Subscription Version Status*** ‑‑ This section contains a Subscription Version Status diagram, which illustrates the transition from one subscription version state to another.

## Document Numbering Strategy

Starting with Release 2.0 the documentation number of the IIS document will be Version X.Y.Z as follows:

X – will only be incremented when a new major release of the NPAC SMS system is authorized. It will contain only the Change Orders that have been authorized for inclusion in this new major release.

Y – will only be incremented when a new sub-release of an existing release X is authorized. It will contain only the Change Orders that have been authorized for inclusion in this new sub-release.

Z – will be incremented when documentation only clarifications and/or backward compatibility issues or other deficiency corrections are made in the IIS and/or FRS. This number will be reset to 0 when Y is incremented.

For example, the first release of the Release 2 IIS will be numbered 2.0.0. If documentation only clarifications are introduced in the next release of the IIS document it will be numbered 2.0.1. If requirements are added to Release 2.0 that require NPAC SMS software changes then the next release of the IIS document will be numbered 2.1.0.

Starting with Release 3.2, the documentation number of the FRS document will include a "lowercase letter" following the Z designation. This "lowercase letter" will essentially serve as a version indicator for the release of the documentation, such that the X.Y.Za will be a unique identifier. It will be used for both drafts and final versions. For example, the first release using this new convention will be 3.2.0a, followed by 3.2.0b, and so on. . The “lower case letter” shall be reset to ‘a’ when Z is incremented.

This number scheme is intended to make the mapping between NPAC SMS and the FRS and IIS documentation consistent.

## Document Version History

### Release 1.0

**NANC Version 1.0, released on 04/07/97, contains changes from the ICC Subcommittee IIS Version 1.1.5.**

**NANC Version 1.1, released on 05/08/97, contains changes from the NANC IIS Version 1.0.**

**NANC Version 1.2, released on 05/25/97, contains changes from the NANC IIS Version 1.1.**

**NANC Version 1.3, released on 07/09/97, contains changes from the NANC IIS Version 1.2.**

**NANC Version 1.4, released on 08/08/97, contains changes from the NANC IIS Version 1.3.**

**NANC Version 1.5, released on 09/09/97, contains changes from the NANC IIS Version 1.4.**

**NANC Version 1.6, released on 11/12/97, contains changes from the NANC IIS Version 1.5.**

**NANC Version 1.7, released on 12/12/97, contains changes from the NANC IIS Version 1.6.**

**NANC Version 1.8, released on 2/11/98, contains changes from the NANC IIS Version 1.7.**

**NANC Version 1.9, released on 5/13/98, contains changes from the NANC IIS Version 1.8.**

**NANC Version 1.10, released on 7/8/98, contains changes from the NANC IIS Version 1.9.**

### Release 2.0

**NANC Version 2.0.0, released on 12/14/98, contains changes from the NANC IIS Version 1.10.**

**NANC Version 2.0.1, released on 2/25/99, contains changes from the NANC IIS Version 2.0.0.**

**NANC Version 2.0.2, released on 9/1/99, contains changes from the NANC IIS Version 2.0.1.**

### Release 3.0

**NANC Version 3.0.0, released on 1/28/00 and 2/14/00 (revised version), contains changes from the NANC IIS Version 2.0.2.**

**NANC Version 3.0.1, released on 6/6/00, contains changes from the NANC IIS Version 3.0.0.**

**NANC Version 3.0.2, released on 9/11/00, contains changes from the NANC IIS Version 3.0.0.**

### Release 3.1

**NANC Version 3.1.0, released on 8/24/01, contains changes from the NANC IIS Version 3.0.2.**

### Release 3.2

**NANC Version 3.2.0, released on 8/27/02, contains changes from the NANC IIS Version 3.1.0**

**NANC Version 3.2.1a, released on 7/28/03, contains changes from the NANC IIS Version 3.2.0**

**NANC Version 3.2.2a, released on 6/30/04, contains changes from the NANC IIS Version 3.2.1a.**
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**NANC Version 3.3.0a, released on 4/25/05, contains changes from the NANC IIS Version 3.2.2a.**

**NANC Version 3.3.0b, released on 5/27/05, contains changes from the NANC IIS Version 3.3.0a.**

**NANC Version 3.3.0c, released on 6/22/05, contains changes from the NANC IIS Version 3.3.0b.**

**NANC Version 3.3.0d, released on 7/29/05, contains changes from the NANC IIS Version 3.3.0c.**

**NANC Version 3.3.1a, released on 10/14/05 contains documentation changes from the NANC IIS Version 3.3.0d.**

**NANC Version 3.3.2a, released on 3/9/2006 contains changes from the NANC IIS Version 3.3.1a.**

**NANC Version 3.3.3a, released on 2/28/2006 contains changes from the NANC IIS Version 3.3.2a.**

### Release 3.3.4

**NANC Version 3.3.4a, released on 12/08/2009 contains changes from the NANC IIS Version 3.3.3a.**

**NANC Version 3.3.4b, released on 1/22/2010 contains changes from the NANC IIS Version 3.3.4a.**

### Release 3.4

**NANC Version 3.4.0a, released on 04/02/2010 contains changes from the NANC IIS Version 3.3.4b.**

**NANC Version 3.4.0b, released on 05/31/2011 contains changes from the NANC IIS Version 3.4.0a.**

**NANC Version 3.4.2a, released on 02/08/2013 contains the following changes from the NANC IIS Version 3.4.0b:**

* **Change Order** NANC 448 – NPAC Sunset of non-EDR

**NANC Version 3.4.6a, released on 11/30/2013 contains the following changes from the NANC IIS Version 3.4.2a:**

* **Change Order** NANC 372 – SOA/LSMS Interface Protocol Alternatives (i.e., NPAC XML Interface)

**NANC Version 3.4.6b, released on 02/14/2014 contains the following changes from the NANC IIS Version 3.4.6a:**

* **Change Order** NANC 450 – Doc-Only Change Order: FRS/IIS Updates

**NANC Version 3.4.8a, released on 12/31/2015 contains the following changes from the NANC IIS Version 3.4.6b:**

* **Change Order** NANC 463 – IIS/EFD Doc-Only Clarifications

**NANC Version 3.4.8f, released on 3/6/2018 contains the following changes from the NANC IIS Version 3.4.8a:**

* **Change Order** NANC 489 – IIS/EFD Doc-Only Clarifications
* **Change Order** NANC 500 – CMIP User ID Field Validation
* **Change Order** NANC 501 – CMIP Synchronization Field Validation
* **Change Order** NANC 502 – XML Optional Data Validation
* **Change Order** NANC 505 – Date/Time Stamp Format
* **Change Order** NANC 506 – NOT Filter
* **Change Order** NANC 507 – Effective Release Date Disconnect
* **Change Order** NANC 511 – SV Query Response RDN
* **Change Order** NANC 512 – SP Recovery Request RDN
* **Change Order** NANC 513 – LSMS Query Response Attributes

### Release 4.0 – represents the changes associated with Change Order NANC 437, which was never implemented.

### Release 4.1

**NANC version 4.1,** released on July 31, 2018, contains no changes but represents the baseline functionality associated with the iconectiv NPAC SMS implementation from which future changes will be made. This is equivalent to NANC version 3.4.8f with all change bars accepted.

**NANC version 4.1a, released on September 11, 2018, contains documentation only changes associated with the following change orders:**

* **Change Order** NANC 454 – Remove Unused Messages from the NPAC
* **Change Order** NANC 460 – Sunset List – No Local System Impact
* **Change Order** NANC 461 - Sunset List – Local System Impact (but documentation only changes made, so there was no local system impacts)
* **Change Order** NANC 493 – Recovery – Association Functions
* **Change Order** NANC 498 – Mulitple Associations

 **NANC version 4.1b, released on November 6, 2018 contains updates associated with the following change orders:**

* **Change Order** NANC 453 – Disallow Use of Inactive SPID
* **Change Order** NANC 527 – Modify SV Attribute Value Change Notifications

### Release 5.0

**NANC version 5.0, released on XXXXX NN, 2020 contains transition related features including interface specification updates associated with sunsetting capabilities, and is associated with the following change orders:**

* + **Change Order** NANC 467 – ASN.1 – CMIP lnpRecoveryComplete Action reply
	+ **Change Order** NANC 471 – ASN.1 – SV DisconnectReply
	+ **Change Order** NANC 473 – ASN.1 – Address Information
	+ **Change Order** NANC 474 – ASN.1 – SWIM Recovery
	+ **Change Order** NANC 477 – GDM0 – Service Provider Type Definition
	+ **Change Order** NANC 478 – ASN.1 – Pre-cancellation Status of Disconnect Pending
	+ **Change Order** NANC 484 – XML – Removal of Optional Data values
* **Change Order** NANC 494 – XML Message Delegation
* **Change Order** NANC 528 – GDMO/ASN.1/XSD Updates
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## Abbreviations/Definitions

|  |  |
| --- | --- |
| A-PDU | Application Protocol Data Unit |
| ASN.1 | Abstract Syntax Notation 1 |
| BER | Basic Encoding Rules |
| CARE | Customer Account Record Exchange |
| Central Time (standard/daylight) | This is the time in the central time zone, which includes daylight savings time. It changes twice a year based on standard time and daylight savings time. The NPAC SMS runs on hardware that uses this time. |
| CER | Canonical Encoding Rules  |
| CLASSCME | Custom Local Area Signaling ServicesConformance Management Entity |
| CMIP | Common Management Information Protocol |
| CMISE | Common Management Information Service Element |
| CNAM | Caller Id with Name |
| GDMO | Generalized Definitions of Managed Objects |
| DER | Distinguished Encoding Rules |
| DES | Data Encryption Standard |
| FR | Frame Relay |
| IEC | International Electrotechnical Commission |
| ISO  | International Organization of Standardization |
| ISVM | Inter-Switch Voice Mail |
| Local Time | The time zone of the local user. Most time representations in the NPAC OP GUI are represented in the user’s local time zone based on the PC’s clock setting. The time zone label is included in time display in the GUI.EST for Eastern Time ZoneCST for Central Time ZoneMST for Mountain Time ZonePST for Pacific Time Zone |
| LIDB | Line Information Database |
| LNP | Local Number Portability |
| LRN | Location Routing Number |
| LSMS | Local Service Management System |
| LSPP | Local Service Provider Portability |
| MAC | Media Access Control |
| MD5 | Message Digest (Version 5) |
| MIB | Management Information Base |
| NE | Network Element |
| NMF | Network Management Forum |
| NPAC SMS | Number Portability Administration Center and Service Management System |
| NPA | Numbering Plan Area |
| NXX | Exchange |
| OCNOSI | Operating Company NumberOpen Systems Interconnect |
| PPP | Point-To-Point Protocol |
| RFP | Request for Proposal |
| RSA | Encryption Scheme |
| SOA | Service Order Activation |
| SMS | Service Management System |
| TMN | Telecommunications Management Network |
| TN | Telephone Number |
| URI | Uniform Resource Identifier |
| WSMSC | Wireless Short Message Service Center |
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## Overview

This specification defines the CMIP interfaces between the NPAC SMS and the service providers’ Service Order Entry System and Local SMS. The CMIP interfaces, defined using the CMIP protocol, are referred to as the SOA to NPAC SMS interface and the NPAC SMS to Local SMS interface respectively. CMISE M-CREATE, M-DELETE, M-SET, M-GET, M-EVENT-REPORT, and M-ACTION primitives are fully supported in a confirmed mode. Thus, the sequencing of operations is implied by the receipt of the confirmation or operation response, and NOT by the sequence that the operation request is received. The relationship from the SOA to the NPAC SMS and from the Local SMS to NPAC SMS is a manager to agent or an agent to manager relationship depending on the function being performed. The SOA and Local SMS interfaces are defined by Association Functions. These functions allow each association to define the services it supports. Association establishment from the SOAs and Local SMSs to the NPAC SMS, Association Function and security for each of these interfaces is discussed in Section 5***,*** *Secure Association Establishment*.

Note: The M-CANCEL-GET primitive may not be supported in some NPAC SMS implementations due to the fact that this functionality was not determined necessary for the interface defined.

The sections that follow provide an overview of protocol requirements and a brief description of the functionality provided in each interface. Complete functional descriptions for the interfaces are provided in the process flow diagrams in Appendix B, *Message Flow Diagrams*, as well as the behavior for the managed objects.

The interface between the SOA and the NPAC SMS is called the “SOA to NPAC SMS interface”. The interface between the Local SMS and the NPAC SMS is called the “NPAC SMS to Local SMS interface”. No direction for operations is implied by the names of these interfaces.

All timestamps (GeneralizedTime fields) that are sent over the SOA to NPAC SMS interface and NPAC SMS to Local SMS interface, shall use Greenwich Mean Time (GMT). The universal time format (YYYYMMDDHHMMSS.0Z) is used. The default value is a non-specific format of 00000000000000.0Z. One exception to the universal time format is permitted in requests from local systems: in swimProcessing-RecoveryResults notifications sent by the local system, the time-of-completion may either use the universal time format described above or may use the format YYYYMMDDHHMMSS.0Z.0Z. The NPAC SMS will store the received value in the format YYYYMMDDHHMMSS.0Z. In messages sent by the NPAC SMS to the local systems, the universal time format will always be used

## OSI Protocol Support

The SOA to NPAC SMS and NPAC SMS to Local SMS interfaces must be implemented over the protocol stack shown in Exhibit 1.

Exhibit 1. NPAC/SMS Primary Network Protocol Stacks

| **Layer** | **Mechanized Interface** | **Function** |
| --- | --- | --- |
|  | CMIP Agent Server | User |
| **7** | CMISE, ACSE, ROSE | Application |
| **6** | ANSI T1.224 | Presentation |
| **5** | ANSI T1.224 | Session |
| **4** | TCP, RFC1006, TPO | Transport |
| **3** | IP | Network |
| **2** | PPP, MAC, FRAME Relay, ATM (IEEE 802.3) | Link |
| **1** | DS-1, DS-0 x n, ISDN, V.34 | Physical |

Multiple associations per service provider to the NPAC SMS can be supported when using different function masks. The secure association establishment is described in *Section 5*.

## SOA to NPAC SMS Interface

The SOA to NPAC SMS interface, which allows communication between a service provider’s Service Provisioning Operating Systems and/or Gateway systems and the NPAC SMS, supports the retrieval and update of subscription, service provider, and network information. The following transactions occur to support local number portability functionality:

1. SOA requests for subscription administration to the NPAC SMS and responses from the NPAC SMS to the SOA.
2. Audit requests from the SOA to the NPAC SMS and responses from the NPAC SMS to the SOA.
3. Notifications from the NPAC SMS to the SOA of subscription version data and number pool block data changes, needed for concurrence or authorization for number porting, conflict-resolution, cancellation, outage information, customer disconnect dates, or the first use of an NPA-NXX.
4. Network data from the NPAC SMS to SOA.
5. Service provider data administration from the SOA to the NPAC SMS.
6. SOA requests for number pool block administration (creation and modification) to the NPAC SMS and responses from the NPAC SMS to the SOA.
7. SPID Migration data from the NPAC SMS to SOA.

Mapping of this functionality into the CMIP Definitions is provided in *Section 4 (see Exhibit 8.)* The NPAC SMS currently uses a 32-bit signed integer for the Naming ID Value. ID value interpretation is based on the way an LNP system treats binary integer numbers. Signed interpretation will see negative numbers when the 32nd bit is used. Unsigned interpretation will always see positive numbers.

 Binary Signed Unsigned

 Numbers Numbers Numbers

 00000000000000000000000000000001 1 1

 00000000000000000000000000000010 2 2

 00000000000000000000000000000011 3 3

 … … …

 01111111111111111111111111111110 2147483646 2147483646

 01111111111111111111111111111111 2147483647 2147483647

 Rollover

 10000000000000000000000000000000 -2147483648 2147483648

 10000000000000000000000000000001 -2147483647 2147483649

 10000000000000000000000000000010 -2147483646 2147483650

 10000000000000000000000000000011 -2147483645 2147483651

 … … …

 11111111111111111111111111111101 -3 4294967293

 11111111111111111111111111111110 -2 4294967294

 11111111111111111111111111111111 -1 4294967295

 Rollover Rollover

 00000000000000000000000000000001 1 1

 00000000000000000000000000000010 2 2

 00000000000000000000000000000011 3 3

It is anticipated that all Service Providers will be able to successfully handle Naming ID Values up to this maximum. With the implementation of NANC 147, record IDs will be automatically rolled over when the ID exhausts the 32-bit values (or prior to for operational considerations). Using a signed interpretation, a “sign” rollover occurs when the ID increments from 31-bit to 32-bit. Due to NPAC operational considerations, a record ID may roll over before it reaches the maximum value. For record IDs that are persistent (e.g., SV ID), an inventory mechanism will be used, such that IDs will be assigned in a non-contiguous sequence. With the inventory feature of the NPAC, IDs may be sent out of order such that large 32-bit values are sent by the NPAC followed by smaller 31-bit values.

### Subscription Administration

Service provider subscription administration functionality includes the capability to:

1. Create a subscription version or range of versions
2. Cancel a subscription version
3. Acknowledge cancellation of a subscription version
4. Modify a subscription version or range of versions
5. Retrieve a specific subscription version or range of versions
6. Activate a version or range of versions
7. Disconnect a subscription version or range of versions
8. Place a subscription into conflict
9. Remove a subscription version from conflict

### Audit Requests

Audit functionality allows the SOAs to request audits for a subscription version or group of subscription versions based on a Telephone Number (TN) for a specified service provider or all service provider networks. The requesting SOA receives discrepancy reports as they are found in the network. Upon audit completion it receives a notification of the success or failure of the audit and the total number of discrepancies found.

### Notifications

SOAs are sent notifications to ensure that they are fully informed of relevant events for their subscriptions. Notification of creation, deletion, or data value changes for subscription versions will be sent to the SOA as they occur. Notification will be sent to the SOA if the service provider has not authorized transfer of service for a TN in the amount of time specified in the “Service Provider Concurrence Interval” defined on the NPAC. This notification will indicate to the service provider that authorization is needed for the pending subscription version. If the service provider has not acknowledged version cancellation within a timeframe specified by the NPAC SMS, notifications will be sent requesting cancellation acknowledgment. The donor service provider SOA is notified of the customer’s disconnect date. SOA systems are also sent notifications to ensure they are aware of planned down time in the NPAC SMS. Notification of data value changes and object creations are sent for number pool block objects.

First usage notifications are also sent to the SOA when the first use of an NPA-NXX occurs from a subscription version or number pool block creation.

Each SOA notification is assigned a priority of **high**, **medium**, **low** or **none**. The category of **none** indicates that a Service Provider does not want to receive a particular notification. Notifications are then sent in order of priority from **high** to **low**.

Notifications can be recovered by the SOA from the NPAC SMS. Notifications to be recovered are requested by time range and are recovered in the order the NPAC SMS attempted to send them. Alternatively, notifications can be recovered using SWIM (**S**end **W**hat **I M**issed) recovery.

In situations where Subscription Versions are initially created in ranges, then have subsequent activity (modify, activate, disconnect, cancel) performed in singles, TN Range Notifications may change. Specifically, if subsequent activity on a TN range does not equal the initial TN range (subsequent activity is either singles or a subset of the TN range), then initial and final timers (T1, T2) will result in single TN Notifications. TN range requests after the timers would still have the potential to generate TN Range Notifications for Service Providers that support this feature.

### Service Provider Data Administration

Service providers can use, read, and update their service provider information on the NPAC SMS using the SOA. Service providers can update the NPAC Customer Name in the service provider profile. Changes to other service provider information must be initiated by the service provider contacting the NPAC personnel directly.

### Network Data Download

When network data (NPA-NXX, NPA-NXX-X , Service Provider, or LRN data for service providers) is created, modified, or deleted on the NPAC SMS, the data is automatically downloaded from the NPAC SMS to the SOA. The SOA may request that data be recovered using a recovery request that is sent from the SOA to the NPAC SMS. The SOA then receives the data to be recovered in the request response. Network data to be recovered can be requested based on a time range, SWIM data, service provider or all service providers, an NPA-NXX range or all NPA-NXX data, an NPA-NXX-X range or all NPA-NXX-X data, an LRN range or all LRN data, or all network data can be requested. If all network data is specified and the “NPAC Customer SOA NPA-NXX-X Indicator” has been set to TRUE in the service provider’s profile on the NPAC SMS, then NPA-NXX-X object data will be included in the recovery response.

Service providers can also directly read data they wish to download from the NPAC SMS MIB.

### Number Pool Block Administration

Number pool blocks are a set of 1000 TNs represented by a 7 digit NPA-NXX-X (i.e. 555-333-1 represents 555-333-1000 through 1999). Service providers can create and modify the number pool blocks for which they are the block holder. Service providers can query all number pool block objects. Only the NPAC Personnel can initiate the removal of a number pool block object.

### SPID Migration

Service Providers that support the functionality will receive SPID Migration data over the NPAC SMS to SOA Interface. SPID Migration data is not included in recovery responses.

## NPAC SMS to Local SMS Interface

The NPAC SMS to Local SMS interface is used for communications between a service provider’s Local SMS and the NPAC SMS for support of LNP network element provisioning. The following transactions occur to support Local Number Portability:

1. Subscription version, number pool block and network data from the NPAC SMS to the Local SMS.
2. Service provider data administration from the Local SMS to the NPAC SMS.
3. Notifications from the NPAC SMS to the Local SMS of planned NPAC SMS outages and the first use of a new NPA-NXX.

Mapping of this functionality into the CMIP Definitions is provided in *Section 4 (see Exhibit 8.)* The NPAC SMS currently uses a 32-bit signed integer for the Naming ID Value. ID value interpretation is based on the way an LNP system treats binary integer numbers. Signed interpretation will see negative numbers when the 32nd bit is used. Unsigned interpretation will always see positive numbers.

 Binary Signed Unsigned

 Numbers Numbers Numbers

 00000000000000000000000000000001 1 1

 00000000000000000000000000000010 2 2

 00000000000000000000000000000011 3 3

 … … …

 01111111111111111111111111111110 2147483646 2147483646

 01111111111111111111111111111111 2147483647 2147483647

 Rollover

 10000000000000000000000000000000 -2147483648 2147483648

 10000000000000000000000000000001 -2147483647 2147483649

 10000000000000000000000000000010 -2147483646 2147483650

 10000000000000000000000000000011 -2147483645 2147483651

 … … …

 11111111111111111111111111111101 -3 4294967293

 11111111111111111111111111111110 -2 4294967294

 11111111111111111111111111111111 -1 4294967295

 Rollover Rollover

 00000000000000000000000000000001 1 1

 00000000000000000000000000000010 2 2

 00000000000000000000000000000011 3 3

It is anticipated that all Service Providers will be able to successfully handle Naming ID Values up to this maximum. With the implementation of NANC 147, record IDs will be automatically rolled over when the ID exhausts the 32-bit values (or prior to for operational considerations). Using a signed interpretation, a “sign” rollover occurs when the ID increments from 31-bit to 32-bit. Due to NPAC operational considerations, a record ID may roll over before it reaches the maximum value. For record IDs that are persistent (e.g., SV ID), an inventory mechanism will be used, such that IDs will be assigned in a non-contiguous sequence. With the inventory feature of the NPAC, IDs may be sent out of order such that large 32-bit values are sent by the NPAC followed by smaller 31-bit values.

### Subscription Version, Number Pool Block and Network Data Download

When network data (NPA-NXX, NPA-NXX-X or LRN data for service providers) or subscription data or number pool block data is created, modified, or deleted on the NPAC SMS, the data is automatically downloaded from the NPAC SMS to the Local SMS. The Local SMS may request that data be recovered using a recovery request that is sent from the Local SMS to the NPAC SMS. The Local SMS then receives the data to be recovered in the request response. Subscription data to be recovered can be requested based on time range, SWIM recovery, a TN, or a TN range. No subscription versions with LNP type set to ‘pool’ will be sent. Number pool block data to be recovered can be requested by time-range, SWIM recovery, NPA-NXX-X or NPA-NXX-X range. Network data to be recovered can be requested based on a time range, SWIM recovery, service provider or all service providers, an NPA-NXX range or all NPA-NXX data, an NPA-NXX-X range or all NPA-NXX-X data, an LRN range or all LRN data, or all network data can be requested. If all network data is specified and the “NPAC Customer LSMS NPA-NXX-X Indicator” has been set to TRUE in the service provider’s profile on the NPAC SMS, then NPA-NXX-X object data will be included in the recovery response.

Service providers can also directly read data they wish to download from the NPAC SMS MIB.

### Service Provider Data Administration

Service providers can use, read, and update their service provider information on the NPAC SMS using the Local SMS to NPAC SMS interface. Service providers can update the NPAC Customer Name in the service provider profile. Changes to other service provider information must be initiated by the service provider contacting the NPAC personnel directly.

### Notifications

Local SMSs are sent notifications when a new NPA-NXX is to be used for the first time in a subscription version or number pool block by a serviceProvNPA-NXX-X creation.

Notifications can be recovered by the Local SMS from the NPAC SMS. Notifications to be recovered are requested by time range. Alternatively, notifications can be recovered using SWIM recovery.

### SPID Migration

Service Providers that support the functionality will receive SPID Migration data over the NPAC SMS to Local SMS Interface. SPID Migration data is not included in recovery responses.

## NPAC and SOA/LSMS Interface Performance

In NPAC Release 3.4, performance requirements were increased for each NPAC region from 4 transactions per second per Service Provider to 7 transactions per second per Service Provider.

An engineering assumption is that Service Providers must support these new performance requirements, such that a Service Provider's local systems will support the minimum throughput rate with each of a Service Provider's specific association to NPAC regions. As Service Providers are responsible for their local systems that support their interfaces to the NPAC (SOA, LSMS, and corresponding downstream network elements), each Service Provider should work with their local system vendors to ensure that the Service Provider’s interface solution will adequately support the same industry requirements with the NPAC without impact to other Service Providers in the industry.

It is recommended that each Service Provider spend time working performance requirements with their local system vendors as well as the NPAC vendor.
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## Overview

The following exhibits show the class hierarchy diagram for all managed objects (*Exhibit 2*), , the Local SMS (*Exhibit 4*), the NPAC SMS naming hierarchies for the Local SMS (*Exhibit 5*), the SOA (*Exhibit 6.*), and the NPAC SMS naming hierarchies for the SOA. (Exhibit 7). These exhibits will help the user gain a better understanding of the structure of the interface definitions provided.

### Managed Object Model Inheritance Hierarchy

The Managed Object Model Inheritance Hierarchy shows the inheritance hierarchy used for object definitions in the NPAC SMS to Local SMS and the SOA to NPAC SMS interfaces.
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Exhibit 2. The Managed Object Model Inheritance Hierarchy

### Log Record Managed Object Hierarchy

Exhibit 3 . Log Record Managed Object Hierarchy – has been deleted

GDMO representation of log records are no longer a part of the NPAC SMS interfaces with NANC Release 5.0 (NANC 528)

### NPAC SMS to Local SMS Naming Hierarchy for the NPAC SMS

The NPAC SMS to Local SMS Naming Hierarchy for the NPAC SMS shows the naming hierarchy used in the NPAC SMS to instantiate objects defined in the NPAC SMS to Local SMS interface.

Shaded objects are instantiated at NPAC SMS start-up and are not created via M-CREATE or M-DELETE requests. All other objects are created at start-up from a persistent object store on the NPAC SMS or from actions taken while the NPAC SMS is running.

Each object class belongs to one or more Association Functions.
Refer to *Section 5.2.1.8,* ***Association Functions***.
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Exhibit 4. The NPAC SMS to Local SMS Naming Hierarchy for the NPAC SMS.

### NPAC SMS to Local SMS Naming Hierarchy for the Local SMS

The NPAC SMS to Local SMS Naming Hierarchy for Local SMS shows the naming hierarchy used in the Local SMS to instantiate objects defined in the NPAC SMS to Local SMS interface.

Shaded objects are instantiated at Local SMS start-up and are not created via M-CREATE or M-DELETE requests. All other objects are created at start-up from a persistent object store on the Local SMS or from actions taken while the Local SMS is running.

Each object class belongs to one or more Association Functions.
Refer to *Section 5.2.1.8,* ***Association Functions***.
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Exhibit 5. The NPAC SMS to Local SMS Naming Hierarchy for the Local SMS.

### SOA to NPAC SMS Naming Hierarchy for the NPAC SMS

The SOA to NPAC SMS Naming Hierarchy for the NPAC SMS shows the naming hierarchy used in the NPAC SMS to instantiate objects defined in the SOA to NPAC SMS interface.

Shaded objects are instantiated at NPAC SMS start-up and are not created via M-CREATE or M-DELETE requests. All other objects are created at start-up from a persistent object store on the NPAC SMS or from actions taken while the NPAC SMS is running.

Each object class belongs to one or more Association Functions.
Refer to *Section 5.2.1.8,* ***Association Functions***.
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Exhibit 6. The SOA to NPAC SMS Naming Hierarchy for the NPAC SMS.

### NPAC SMS to SOA Naming Hierarchy for the SOA

The NPAC SMS to SOA Naming Hierarchy for SOA shows the naming hierarchy used in the SOA to instantiate objects defined in the SOA to NPAC SMS interface.

Shaded objects are instantiated at SOA start-up and are not created via M-CREATE or M-DELETE requests. All other objects are created at start-up from a persistent object store on the SOA or from actions taken while the SOA is running.

Each object class belongs to one or more Association Functions.
Refer to Section 5.2.1.8, **Association Functions**.
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Exhibit 7. NPA SMS to SOA Naming Hierarchy for the SOA.
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## Overview

The following tables, Exhibits 8-12, contain the mapping of the interface functionality to managed objects, attributes, actions, and notifications.

### Primary NPAC Mechanized Interface Operations

The primary interface functions in support of the NPAC requirements are described in the table below, as well as their corresponding Common Management Information Exchange (CMISE) operation and referenced object type for that operation. This table does not include miscellaneous operations, such as service provider network data querying or downloading, etc. These functions are described in the object behaviors in the GDMO source below.

Exhibit 8. Primary NPAC Mechanized Interface Operations Table

| Function | Direction(To/From) | CMIP Operation | ReferencedObject Type |
| --- | --- | --- | --- |
| Abort/Cancel Audit Request | from SOA | M-DELETE | subscriptionAudit |
| Audit Complete | to SOA | M-EVENT-REPORT: subscriptionAuditResults | subscriptionAudit |
| Audit Discrepancy | to SOA | M-EVENT-REPORT: subscriptionAudit-DiscrepancyRpt | subscriptionAudit |
| Audit Query | from SOA | M-GET | subscriptionAudit |
| Audit Request SOA | from SOA | M-CREATE | subscriptionAudit |
| Cancellation Acknowledge-ment | from SOA (new service provider) | M-ACTION: subscriptionVersionNewSP-CancellationAcknowledge | lnpSubscriptions |
| Cancellation Acknowledg-ment | from SOA (old service provider) | M-ACTION: subscriptionVersionOldSP-CancellationAcknowledge | lnpSubscriptions |
| Conflict Removal | from SOA (new service provider) | M-ACTION:subscriptionVersionRemoveFromConflict | lnpSubscriptions |
| Customer Disconnect Date | to SOA | M-EVENT-REPORT: subscriptionVersionRangeDonorSP-CustomerDisconnectDate | subscriptionVersionNPACorlnpSubscriptions |
| Final Request for Version Create | to SOA(old service provider) | M-EVENT-REPORT:subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration | subscriptionVersionNPACorlnpSubscriptions |
| Network Data Download | from LOCAL SMSor from SOA | M-ACTION:lnpDownloadorM-GET:scoped and filtered for intended serviceProvLRN, serviceProvNPA-NXXserviceProvNPA-NXX-X, service provider attributes | lnpNetwork1 |
| Network Data Update | from LOCAL SMSor from SOA | M-CREATE | serviceProvLRN,serviceProvNPA-NXX |
| NPA-NXX Modify | to LOCAL SMSorto SOA | M-SET | serviceProvNPA-NXX |
| NPA-NXX-X Create | to LOCAL SMSorto SOA | M-CREATE; | serviceProvNPA-NXX-X |
| NPA-NXX-X Delete | to LOCAL SMSorto SOA | M-DELETE | serviceProvNPA-NXX-X |
| NPA-NXX-X Modify | to LOCAL SMSorto SOA | M-SET | serviceProvNPA-NXX-X |
| New NPA-NXX | to LOCAL SMSor to SOA | M-EVENT-REPORT: subscriptionVersionNewNPA-NXX | SubscriptionVersionNPAClnpNPAC-SMS |
| Number Pool Block Change Notification | to SOA | M-EVENT-REPORTattributeValueChange Notification or numberPoolBlockStatusAttributeValueChange Notification | numberPoolBlockNPAC |
| Number Pool Block Create | from SOA | M-ACTION:numberPoolBlock-Create | lnpSubscriptions |
| Number Pool Block Create | to LOCAL SMS | M-CREATE:for a single numberPoolBlock | numberPoolBlock |
| Number Pool Block Modify | from SOA | M-SET:to a single numberPoolBlock | numberPoolBlockNPAC or lnpSubscriptions |
| Number Pool Block Modify | to LOCAL SMS | MSET:to a single numberPoolBlock or scoped and filtered by NPA-NXX-X range for mass update | numberPoolBlock or lnpSubscriptions |
| Number Pool Block Delete | to LOCAL SMS | M-DELETE:for a single numberPoolBlock | numberPoolBlock |
| Number Pool Block Query | from LOCAL SMS or SOA | M-GET:To a single numberPoolBlockNPAC orscoped and filtered for intended numberPoolBlocks | lnpSubscriptionsnumberPoolBlockNPAC |
| Number Pool Block Query  | to LOCAL SMS | M-GET:scoped and filtered for intended numberPoolBlock | lnpSubscriptions |
| Notification Recovery | from LOCAL SMSorfrom SOA | M-ACTION:lnpNotificationRecovery | lnpNPAC-SMS |
| Recovery Complete | from LOCAL SMSor from SOA | M-ACTION:lnpRecoveryComplete | lnpNPAC-SMS |
| Request for Cancellation Acknowledg-ment | to SOA | M-EVENT-REPORT: subscriptionVersionRangeCancellationAcknowledgeRequest | subscriptionVersionNPACorlnpSubscriptions |
| Request for Version Create | to SOA(new service provider) | M-EVENT-REPORT:subscriptionVersionRangeNewSP-CreateRequest | subscriptionVersionNPAC |
| Request for Version Create | to SOA(old service provider) | M-EVENT-REPORT:subscriptionVersionRangeOldSP-ConcurrenceRequest | subscriptionVersionNPACorlnpSubscriptions |
| Service Provider Network Creation | to LOCAL SMSor to SOA | M-CREATE | serviceProvNetwork |
| Service Provider Network Deletion | to LOCAL SMSor to SOA | M-DELETE | serviceProvNetwork |
| Service Provider Network Service Provider Name Change | to LOCAL SMSor to SOA | M-SET: serviceProvName | serviceProvNetwork |
| SPID Migration | from LOCAL SMSor from SOA | M-ACTION:lnpSpidMigration | lnpNetwork |
| Subscription Version Activate | from SOA | M-ACTION: subscriptionVersionActivate  | lnpSubscriptions |
| Subscription Version Cancel | from SOA | M-ACTION subscriptionVersionCancel | lnpSubscriptions |
| Subscription Version Change Notification | to SOA | M-EVENT-REPORT:subscriptionVersionRangeAttribute ValueChangesubscriptionVersionRangeStatusAttribute ValueChange | subscriptionVersionNPACorlnpSubscriptions |
| SubscriptionVersion Conflict | from SOA (old service provider) | M-ACTION:subscriptionVersionOldSP-Createsetting subscriptionOldSP-Authorization = FALSE | subscriptionVersion |
| SubscriptionVersion Create | to LOCAL SMS | M-ACTION:subscriptionVersionLocalSMS-Createfor multiple creates (*i.e.*, range operations) where the data in the subscription versions is the sameM-CREATE:for an individual subscriptionVersion  | lnpSubscriptionssubscriptionVersion |
| SubscriptionVersion Create | from SOA | M-ACTION:subscriptionVersionOldSP-Create or subscriptionVersionNewSP-Create | lnpSubscriptions |
| SubscriptionVersion Delete | to LOCAL SMS | M-DELETE:scoped and filtered for intendedsubscriptionVersion criteria | subscriptionVersion |
| Subscription Version Disconnect | from SOA | M-ACTION:subscriptionVersionDisconnect | lnpSubscriptions |
| SubscriptionVersion Download | to LOCAL SMS | M-ACTION:subscriptionVersionLocalSMS-CreateorM-CREATE:for an individual subscriptionVersion | lnpSubscriptions |
| SubscriptionVersionDownload Request | from LOCAL SMS   | M-ACTION: lnpDownloador M-GET: scoped and filtered for intended subscriptionVersionNPAC criteria | lnpSubscriptions |
| Subscription Version Modify | from SOA | M-ACTION: subscriptionVersion ModifyorM-SET: on relevant subscriptionVersionNPAC attributes for pending and conflict versions | lnpSubscriptions |
| Subscription Version Modify | to LOCAL SMS | M-SET: scoped and filtered for intended subscriptionVersion criteria setting relevant attributes | lnpSubscriptions |
| Subscription Version Query | from SOAfrom LOCAL SMS | M-GET: scoped and filtered for intended subscriptionVersionNPAC criteria setting relevant attributes | lnpSubscriptions |
| Subscription Version Query | to LOCAL SMS | M-GET:scoped and filtered for intended subscriptionVersion criteria | lnpSubscriptions |

1. The NPAC SMS will support an exception to lnpDownload M-ACTION requests that allows for the base object instance to specify a serviceProv object, rather than the lnpNetwork object. Base object class is always expected to be lnpNetwork.

### Managed Object Interface Functionality

The table below contains the mapping of the SOA to NPAC SMS and the Local SMS to NPAC SMS managed objects to the interface functionality.

Exhibit 9. Managed Object Interface Functionality Table

| **Managed Object Name** | **Interface Functionality Mapping** |
| --- | --- |
| lnpAudits  | Container object used to contain all subscription audit objects on the NPAC SMS and the Local SMS. It is used in the SOA to NPAC SMS interface to support audit functionality. |
| lnpLocal SMS | Container object used to contain all objects on a Local SMS. It is used in the NPAC SMS to Local SMS interface to support NPAC SMS communication to the service provider Local SMS system. |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
| lnpNetwork  | Container object used to contain all service provider network data on the NPAC SMS, SOA, and Local SMS. It is used in the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces to support downloading of network data to the Local SMS and/or SOA and the functionality that allows service providers to create/delete their network data on the NPAC SMS; it is also used to send SPID Migration data to Service Providers that support the information over the interface. |
| lnpNPAC-SMS | Container object used to contain all objects on a NPAC SMS. It is used in the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces to support NPAC SMS communication from the service provider Local SMS and the SOA systems. |
| lnpServiceProvs  | Container object used to contain all service provider data on the NPAC SMS. It is used in the NPAC SMS to Local SMS interface and SOA to NPAC SMS interface to support retrieving of service provider data by the Local SMS and/or SOA and the functionality that allows service providers to update their service provider data (serviceProvName only) on the NPAC SMS. Service providers can only retrieve their service provider data. |
| lnpSOA | Container object used to contain all objects on a SOA It is used in the SOA to NPAC SMS interface to support NPAC SMS communication to the service provider SOA system. |
| lnpSubscriptions  | Container object used to contain all subscription versions and number pool blocks on the NPAC SMS and the Local SMS. It is used in the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces to support query of subscription and number pool block data on the NPAC SMS and downloading of subscription and number pool block data to the Local SMS. |
| numberPoolBlock | Object used to represent a number pool block on the Local SMS. These objects are used to support number pool block download from the NPAC SMS to the Local SMS using the NPAC SMS to Local SMS interface. |
| numberPoolBlockNPAC | Object used to represent a number pool block on the NPAC SMS. These objects are used to support number pool block administration from the SOA using the SOA to NPAC SMS interface. Capability is provided to the SOA for creation and modification. The NPAC SMS can create, modify and delete. |
| serviceProv | Object used to represent a service provider and its associated data on the NPAC SMS. These objects are used in the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces to support retrieving of service provider data and the functionality that allows service providers to update their service provider data (serviceProvName only) on the NPAC SMS except serviceProvId and serviceProvType. Service providers can only retrieve their service provider data. |
| serviceProvLRN | Object used to represent an LRN associated with a service provider on the NPAC SMS, SOA, or Local SMS. These objects are used to support downloading of network LRN data to the Local SMS and/or SOA and the functionality that allows service providers to create/delete their own network LRN data. The service provider will have to add a new object and delete the old one to modify the data. |
| serviceProvNetwork | Container object used to contain network data for a service provider on the NPAC SMS, SOA or Local SMS. It is used in the NPAC SMS to Local SMS and SOA to NPAC SMS interfaces to support downloading of network data to the Local SMS and the functionality that allows service providers to update their network data on the NPAC SMS. |
| serviceProvNPA-NXX | Object used to represent an NPA-NXX associated with a service provider on the NPAC SMS, SOA or Local SMS. These objects are used to support downloading of network NPA-NXX data to the Local SMS and/or SOA and the functionality that allows service providers to create/delete their own network NPA-NXX data. NPA splits are supported only through direct contact with NPAC personnel. NPA-NXX Effective Date modification is supported only through direct contact with NPAC personnel. |
| serviceProvNPA-NXX-X | Object used to represent an NPA-NXX-X associated with a service provider on the NPAC SMS, SOA or Local SMS. These objects are used in number pooling to support downloading of network NPA-NXX-X data to the Local SMS or SOA. Only the NPAC SMS is allowed to create, delete and modify a service provider’s NPA-NXX-X data.Local SMS may support this object by setting the “NPAC Customer LSMS NPA-NXX-X Indicator” to TRUE in their service provider profile on the NPAC SMS.SOA may support this object by setting the “NPAC Customer SOA NPA-NXX-X Indicator” to TRUE in their service provider profile on the NPAC SMS. |
| subscriptionAudit  | Object used to represent a subscription audit request on the NPAC SMS. These objects are used to support subscription audit requests from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. The object supports notifications for audit discrepancies found and audit completion results. If the subscription version LNP type is equal to ‘pool’, the appropriate number pool block will also be audited. |
| subscriptionVersion  | Object used to represent a subscription version on the Local SMS. These objects are used to support subscription version download from the NPAC SMS to the Local SMS using the NPAC SMS to Local SMS interface |
| subscriptionVersionNPAC  | Object used to represent a subscription version on the NPAC SMS. These objects are used to support subscription administration from the SOA using the SOA to NPAC SMS interface. Capability is provided for version creation, activation, modification, cancellation, disconnect, and query. |

### Action Interface Functionality

The table below contains the mapping of the SOA to NPAC SMS and the Local SMS to NPAC SMS actions to the interface functionality.

Exhibit 10. The Action Interface Functionality Table

| **Action Name** | **Interface Requirements Mapping** |
| --- | --- |
| lnpDownload  | This action is used to support the downloading of subscription, number pool block and network data to the Local SMS from the NPAC SMS. It also supports the downloading of network data to the SOA from the NPAC SMS. |
| lnpRecoveryComplete | This action is used to specify the system has recovered from down time, the association established for recovery by a Local SMS or SOA shall resume normal mode, and the transactions performed since the association establishment can now be sent to the Local SMS from the NPAC SMS using the Local SMS to NPAC SMS interface or the SOA from the NPAC SMS using the SOA to NPAC SMS interface. |
| lnpNotificationRecovery  | This action is used to support the downloading of notification data to the SOA and/or Local SMS from the NPAC SMS.  |
| lnpSpidMigration | This action is used to support the downloading of SPID Migration data to the Local SMS from the NPAC SMS. It also supports the downloading of SPID Migration data to the SOA from the NPAC SMS. |
| numberPoolBlock-Create | This action is used to support creation of the number pool block object by the block holder service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionActivate  | This action is used to support subscription version activation by the new service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionCancel  | This action is used to support subscription version cancellation by a service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionDisconnect  | This action is used to support subscription version disconnection by the current service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionLocalSMS-Create | This action can be used by the NPAC SMS to create multiple subscription versions via the Local SMS to NPAC SMS interface. |
| subscriptionVersionModify  | This action is used to support subscription version modification by a service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionNewSP-CancellationAcknowledge | This action is used to support the acknowledgment of subscription versions with a status of cancel-pending by the old service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionNewSP-Create  | This action is used to support subscription version creation by the new service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionOldSP-CancellationAcknowledge | This action is used to support the acknowledgment of subscription versions with a status of cancel-pending by the old service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionOldSP-Create  | This action is used to support subscription version creation by the old service provider from the SOA to the NPAC SMS using the SOA to NPAC SMS interface. |
| subscriptionVersionRemoveFromConflict | This action is used on the NPAC SMS via the SOA to NPAC SMS interface to set the subscription version status from conflict to pending. |
| lnpNotificationRecovery | This action is used on the NPAC SMS via the SOA to NPAC SMS or Local SMS to NPAC SMS interface to recover notifications. |
| subscriptionVersionActivateWithErrorCode | This action is used on the SOA to NPAC SMS interface by the new service provider to activate a subscription version id, TN or range of TNs via the SOA to NPAC SMS interface. This action’s reply contains an optional error code to be returned if the action is not successful. |
| subscriptionVersionCancelWithErrorCode | The action issued on the SOA to NPAC SMS interface by the SOA to cancel a subscription version. This action’s reply contains an optional error code to be returned if the action is not successful. |
| subscriptionVersionNewSP-CancellationAcknowledgeWithErrorCode | This action is used on the SOA to NPAC SMS interface by the new service provider to acknowledge cancellation of a subscriptionVersionNPAC with a status of cancel-pending. This action's reply contains an optional error code to be returned if the action is not successful. |
| subscriptionVersionRemoveFromConflictWithErrorCode | This action used on the SOA to NPAC SMS interface by either the old or new service provider to set the subscription version status from conflict to pending. This action's reply contains an optional error code to be returned if the action is not successful. |
| subscriptionVersionOldSP-CancellationAcknowledgeWithErrorCode | This action is used on the SOA to NPAC SMS interface by the old service provider to acknowledge cancellation of a subscriptionVersionNPAC with a status of cancel-pending. This action's reply contains an optional error code to be returned if the action is not successful. |

### Notification Interface Functionality

The table below contains the mapping of the SOA to NPAC SMS and the Local SMS to NPAC SMS notifications to the interface functionality.

Exhibit 11. The Notification Interface Functionality Table

| **Notification Name** | **Interface Requirements Mapping** |
| --- | --- |
| numberPoolBlockStatusAttributeValueChange | This notification is issued when the number pool block status is modified and can contain the number pool block status and failed service provider list. This notification is issued over the NPAC SMS to SOA interface from the numberPoolBlockNPAC object. |
| subscriptionAuditDiscrepancyRpt  | This notification is used to support the reporting of audit discrepancies found during audit processing. This notification can be issued from an audit object on the NPAC SMS to a SOA via the SOA to NPAC SMS interface. |
| subscriptionAuditResults  | This notification is used to support the reporting of audit processing results. This notification can be issued from an audit object on the NPAC SMS to a SOA via the SOA to NPAC SMS interface. |
| subscriptionVersionRangeNewSP-CancellationAcknowledge | This notification is issued to new and old service providers to request that a cancellation acknowledgment be sent for a subscription version in a cancel-pending state. This notification is issued via the SOA to NPAC SMS interface if the service provider fails to acknowledge the cancellation after a tunable amount of time specified in the NPAC SMS.  |
| subscriptionVersionRangeDonorSP-CustomerDisconnectDate | This notification informs the donor service provider SOA that a subscription version is being disconnected. This notification is issued from the NPAC SMS to a SOA via the SOA to NPAC SMS interface.  |
| subscriptionVersionLocalSMS-ActionResults | This notification contains the results of a subscriptionVersionLocalSMS-Create action once all the create requests have been attempted. It is issued from the Local SMS to the NPAC SMS via the NPAC SMS to Local SMS interface. |
| subscriptionVersionNew-NPA-NXX | This notification informs the Local SMS or SOA of a pending subscription version or new number pool block involving the first use of an NPA-NXX. |
| subscriptionVersionRangeNewSP-CreateRequest | This notification is issued to the new service provider to request that a create request be sent for the subscription version created by the old service provider to provide authorization and/or porting information. This notification is issued via the SOA to NPAC SMS interface if the new service provider failed to authorize porting of a number after a tunable amount of time specified in the NPAC SMS.  |
| subscriptionVersionRangeNewSPFinalCreateWindowExpiration | This notification is issued to the new and old service provider, if they support the Final Create Window Expiration Notification in their Service Provider profile, to inform them of the expiration of the Final Concurrence Window on the NPAC SMS. This notification is issued from the NPAC SMS to the SOA via the SOA to NPAC SMS interface. |
| subscriptionVersionRangeOldSP-ConcurrenceRequest | This notification is issued to the old service provider to request that a create request be sent for the subscription version created by the new service provider to provide concurrence for porting. This notification is issued via the SOA to NPAC SMS interface if the old service provider failed to authorize porting of a number after a tunable amount of time specified in the NPAC SMS.  |
| subscriptionVersionRangeStatusAttributeValueChange | This notification is issued when the subscription version status is modified. This notification is issued from the NPAC SMS to the SOA via the SOA to NPAC SMS interface.  |
| subscriptionVersionRangeOldSPFinalConcurrenceWindowExpiration | This notification is issued to the old service provider to request for a final time that a create request be sent for the subscription version created by the new service provider to provide concurrence for porting. This notification is issued via the SOA to NPAC SMS interface if the old service provider failed to authorize porting of a number after a tunable amount of time. |
| subscriptionVersionRangeAttributeValueChange | This notification or the Attribute Value Change notification is sent when specified attributes appear in a modify request or have been updated. This notification is issued via the SOA to NPAC SMS interface.  |
| subscriptionVersionRangeObjectCreation | This notification or the object creation notification is sent when a subscriptionVersionNPAC object has been created. This notification is issued via the SOA to NPAC SMS interface.  |
| ApplicationLevelHeartBeat | This notification implements a SOA or LSMS Application Level Heartbeat function. With this functionality the NPAC SMS will send a periodic Heartbeat message when a quiet period between the SOA/LSMS and the NPAC SMS exceeds the tunable value.This notification is prioritized and transmitted according to its SOA Notification Priority tunable in the NPAC SMS when sent over the NPAC SMS to SOA interface.Optionally, this notification may also be implemented on the SOA or Local SMS. With this functionality the SOA/Local SMS will send a periodic Heartbeat message when a quiet period between the SOA/Local SMS and the NPAC SMS exceeds the tunable value. This notification can be issued via the NPAC SMS to SOA and NPAC SMS to Local SMS interfaces. Optionally, this notification can also be issued via the SOA to NPAC SMS and LSMS to NPAC SMS interfaces. |
| swimProcessing-RecoveryResults | This notification contains the recovery results of a SWIM lnpDownload action or SWIM lnpNotificationRecovery action from a SOA/LSMS. This notification is issued via the SOA to NPAC SMS interface and the Local SMS to NPAC SMS interface. |

## Scoping and Filtering Support

The following section defines the scoping and filtering support for both the SOA to NPAC SMS interface and LSMS to NPAC SMS interface.

### Scoping

The NPAC SMS to Local SMS or SOA to NPAC SMS interfaces do not support scoping of CMIP operations of any type by the LSMS or SOA for the following objects:

1. root
2. lnpLocal-SMS
3. lnpNetwork
4. any object with an “empty” filter

NPAC SMS is not required to support Scope other than baseObject Scope for CMIP operations that specify baseManagedObjectClass of one of the following:

1. lnpNPAC-SMS
2. lnpServiceProvs

Scoped operations for subscriptionVersions or numberPoolBlocks to the LSMS must be supported on the baseObject (level 0) or from the lnpSubscriptions object with a non-empty filter.

The limit in scoping and functionality prevents the NPAC, SOA, and the LSMS systems from having to implement functionality or respond to large requests that are not necessary to support LNP over the mechanized interfaces.

### Filtering

Filtering on the NPAC SMS is supported as defined in the GDMO. The NPAC SMS requires the Local SMS to support at a minimum the filter criteria specified below.

***Limitations:***

1. OR and NOT filter support is not required for the Local SMS or SOA.
2. The NPAC will support filtering using the NOT operator for M-GET requests from the local systems, but will not support filtering using the NOT operator for any other operations (e.g., M-SET, M-DELETE).
3. Filtering requests with a scope will not be issued to the Local SMS or SOA by the NPAC SMS for any object other than the subscriptionVersion and numberPoolBlock objects. No query will be used that requests both subscription versions and number pool blocks at the same time..
4. All authorization rules apply to scoped and filtered operations. For example, a query for data that a service provider is not authorized to view will be failed with a reason of access denied.
5. CMISSync is not supported for any scoped/filtered CMIP operation nor is its value validated.

The following table shows the CMISE primitive filtering support required of the Local SMS by the NPAC SMS.

Exhibit 12 - CMISE Primitive Filtering Support for Local System Objects

| **CMISE Primitives** | **Filter Supported** | **Notes** |
| --- | --- | --- |
| M-ACTION | N | No filtering is applied to the actions for the subscriptionVersion object. |
| M-GET | Y | TN Query with greaterOrEqual and lessOrEqual, and equality must be supported for auditing.The fields used with greaterOrEqual and lessOrEqual filters are subscriptionTN and subscriptionActivationTimeStamp.The field used with equality is subscriptionTN.Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only or a more complex filter.The more complex filter uses two criteria for filtering. The first criteria used is greaterOrEqual and lessOrEqual filters with subscriptionTN. The second criteria uses greaterOrEqual and lessOrEqual filters for subscriptionActivationTimeStamp. Both criteria must be matched for the data being queried (logical “and”).The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions. |
| Number Pool Block Query with greaterOrEqual and lessOrEqual, and equality.The fields used with greaterOrEqual and lessOrEqual filters are numberPoolBlockNPA-NXX-X and numberPoolBlockActivationTimeStamp.The field used with equality is numberPoolBlockNPA-NXX-X. Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for numberPoolBlockNPA-NXX-X only or a more complex filter.The more complex filter uses two criteria for filtering. The first criteria used is equality filter with numberPoolBlockNPA-NXX-X. The second criteria uses greaterOrEqual and lessOrEqual filters for numberPoolBlockActivationTimeStamp. Both criteria must be matched for the data being queried (logical “and”).The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions. |
| M-SET | Y | TN Modify with greaterOrEqual and lessOrEqual, and equality must be supported for Mass Update or TN range modify requests.The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.The fields used with equality are subscriptionTN and subscriptionNewCurrentSP.Filters supported contain either a greaterOrEqual and lessOrEqual filter, or equality filter, for subscriptionTN only, or a more complex filter.The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions. |
| Number Pool Block Modify with greaterOrEqual and lessOrEqual, and equality.The field used with greaterOrEqual and lessOrEqual is numberPoolBlockNPA-NXX-X.The field used with equality is numberPoolBlockNPA-NXX-X.The scope for the filters is level 1 only with a base managed object class of lnpSubscriptions. |
| M-DELETE | Y | TN Delete with greaterOrEqual and lessOrEqual, and equality will be supported.The field used with greaterOrEqual and lessOrEqual filters is subscriptionTN.The field used with equality is subscriptionTN.The scope for the filter is level 1 only with a base managed object class of lnpSubscriptions. |

### Action Scoping and Filtering Support

For messages sent to any object, the scope and filter will be checked to ensure it is appropriate for that object class.

* All M-ACTIONs that relate to subscriptions and number pool blocks are targeted to lnpSubscriptions.
* The ONLY filters allowed by the GDMO for lnpSubscriptions are "equality" and "present" for the single attribute lnpSubscriptionsName.
* If any one of the above M-ACTIONs is sent to a subscriptionVerisonNPAC or numberPoolBlockNPAC object you will get a "no such action" error response from that object.
* If you send a scoped/filtered M-ACTION whose scope includes objects of class subscriptionVersionNPAC or numberPoolBlockNPAC, you will receive an error "no such action" from each object specified by the filter.

## lnpLocal-SMS-Name and lnpNPAC-SMS-Name Values

The following table (Exhibit 13) shows the values to be used for all currently identified NPAC regions for lnpNPAC-SMS-Name in the lnpNPAC-SMS object. The lnpLocal-SMS-Name for the lnpLocal-SMS object will be the service provider ID followed by a dash and the lnpNPA-SMS Name (*e.g.*, 9999-Midwest Regional NPAC SMS).

Exhibit 13 - Defined lnpLocal-SMS-Name and lnpNPAC-SMS-Name Values

| **NPAC Customer Ids** | **NPAC SMS Region** | **lnpNPAC-SMS-Name** |
| --- | --- | --- |
| 0000 | Midwest | Midwest Regional NPAC SMS |
| 0001 | Mid-Atlantic | Mid-Atlantic Regional NPAC SMS |
| 0002 | Northeast | Northeast Regional NPAC SMS |
| 0003 | Southeast | Southeast Regional NPAC SMS |
| 0004 | Southwest | Southwest Regional NPAC SMS |
| 0005 | Western | West Regional NPAC SMS |
| 0006 | West Coast | West Coast Regional NPAC SMS |
| 0007 | Canada | Region8 NPAC Canada |

## OID Usage Information

### OIDs Used for Bind Requests

|  |  |
| --- | --- |
| **Value** | **OID** |
| CMIPUserInfo | 2:1:1 (per standards and pp.49 IIS1.5) |
| CMIPAbortInfo | 2:1:1 (per standards and pp.51 IIS1.5) |
| LnpAccessControl | {lnp-attribute 1} = 1:3:6:1:4:1:103:7:0:0:2:1 |
| UserInfo (NpacAssociationInfo) | 1:3:6:1:4:1:103:7:0:0:2:105 |
| Application context | 2:9:0:0:2 (per standards) |

### Other OIDs of Interest

|  |  |
| --- | --- |
| **Value** | **OID** |
| AccessControl OID as part of a SMI notification | 1:3:6:1:4:1:103:7:0:0:8:1 |
| AccessControl as part of LNP notifications | {lnp-attribute 1} = 1:3:6:1:4:1:103:7:0:0:2:1 |

## Naming Attributes

Non-zero values are not supported in the auto-instance naming attributes for Local Number Portability objects defined in the IIS.

## Subscription Version M\_DELETE Messages

M\_DELETE commands are not sent for subscription versions set to old as a result of subsequent porting activity. M\_DELETEs for subscription versions are only sent as a result of disconnect or port to original processing. Local SMS systems are responsible for deletion of the subscription versions in their Local SMS database due to the fact that some LSMS implementations may choose to retain old subscription versions in their database.

## Number Pool Block M\_DELETE Messages

Subsequent porting of number pooled blocks isn’t supported in the NPAC SMS, therefore, M\_DELETE commands are not sent for number pool blocks set to old as a result of subsequent porting activity. M\_DELETEs for number pool blocks are only sent as a result of de-pool. Local SMS systems are responsible for deletion of the number pool blocks in their Local SMS database due to the fact that some LSMS implementations may choose to retain old number pool blocks in their database.

## Subscription Version Queries

For Service Providers that support the enhanced SV Query functionality (Service Provider SV Query Indicator tunable parameter set to TRUE), the behavior is defined in this section.

If a subscription version query is requested by the SOA/LSMS, and the results are larger than the Maximum Subscription Query tunable value, the NPAC SMS will return subscription versions up to that max value. The SOA/LSMS would accept this message, then use it’s contents to send another query to the NPAC SMS, starting with the next TN, and so on until all SVs are returned to the SOA/LSMS. It will be up to the SOA/LSMS to manage the data returned from the NPAC SMS and determine the next request to send to the NPAC SMS in order to get the next set of subscription versions.

The NPAC SMS will continue to return subscription versions that meet the selection criteria. However, the NPAC SMS will not return a “count” to the SOA/LSMS for number of records that match the selection criteria. Service providers should modify their systems to support the following subscription version query operations to the NPAC SMS:

1. When data is returned from a subscription version query and there are exactly n (tunable) records returned, the SP must assume that they didn't get all the data from their query.
2. After processing the first n records, they should send a new query that picks up where the data from the prior query ended.
3. The subscription version data returned from the NPAC SMS for subscription version queries will be sorted by TN and then by subscription version ID so a filter can be created to pick up where the prior query ended.
4. For example, if a SOA query to the NPAC SMS returns exactly 150 records and the last subscription version returned was TN '303-555-0150' with subscription version ID of 1234. The filter used on the next query would be: All subscription versions where ((TN >= 303-555-0151) OR (TN = 303-555-0150 AND subscription version ID >= 1235).The NPAC SMS does support OR filters.
5. Once the results from the NPAC SMS returns less than 150 records, the SP can assume they received all records in the requested query.

Note: In this situation the NPAC SMS follows the linked replies for the subscription query results with an empty reply (this is an indication that the NPAC SMS is finished sending data for this request.

As an example, a Service Provider’s SOA sends a Subscription Version query to the NPAC SMS, There are 225 Subscription Versions that meet the selection criteria. Assuming the Maximum Subscription Query tunable value is set to 150 Subscription Versions, the SOA would receive data from the NPAC SMS in the form of 150 Subscription Versions in 150 linked replies (1 SV per linked reply) followed by a reply (for a total of 151 linked replies). The SOA would then send another query based on the algorithm described above. The SOA would then receive data from the NPAC SMS in the form of 75 Subscription Versions in 75 linked replies (1 SV per linked reply) followed by a reply (for a total of 76 linked replies).

Note: In this situation the NPAC SMS follows the linked replies for the subscription query results with an empty reply (this is an indication that the NPAC SMS is finished sending data for this request).

For Service Providers that DO NOT support the enhanced SV Query functionality (Service Provider SV Query Indicator tunable parameter set to FALSE), a complexityLimitation error is returned when the number of SVs in a query response exceed the Maximum Subscription Query tunable value.

## NPAC Rules for Handling of Optional Data Fields:

Information is provided on how the NPAC handles the XML string as well as how providers system should deal with Activate and Modify downloads that contain XML optionalData strings. Disconnects are not covered here because they don’t contain XML strings. Support for empty attribute values beyond the Optional Data XSD specification (i.e, the nillable attribute) will be accommodated to support current industry implementation. Note: however, at some future date, support for this accommodation may be removed given it conflicts with the XSD specification regarding the implementation of the XML string for Optional Data.

* Activate - String contains only those fields supported by the provider and specified in the create request.
	+ Provider systems should store the fields specified in the message.
* Modify - String contains only those fields supported by the provider and were modified in the modify request.
	+ If the modify removed a value from an optional field, it is included in the string with a value of nil or the attribute value is empty.
	+ Provider systems should modify only the fields specified in the message. Any other optional fields should be retained.
* Audit - String is included only if there was at least one discrepancy in the fields supported by the provider.
	+ Only the OptionalData attribute/parameters supported by an LSMS are audited. If a supported field has no value and is returned by the LSMS, it may be included in the string with a value of nil or with an empty attribute value.
	+ Only the OptionalData attribute/parameters supported by the auditing SOA are returned to the SOA in the discrepancy notifications.
	+ Audit discrepancy reports contain well formed XML strings (i.e., parse-able) representing the discrepant fields. Fields that are not discrepant will not be included. The SOA needs to parse the XML strings to be able to act on the discrepancies.
	+ For Modify downloads that result from an Audit:
		- String contains all fields supported by the provider, regardless of whether or not that individual field was discrepant, and regardless of whether or not the NPAC’s subscription version has values for those fields.
		- Fields not supported by the provider are omitted even if they were returned in the Audit query response from the LSMS.
		- Fields supported by the provider but not present in the NPAC’s subscription version are included with a value of nil.
	+ Provider systems should store the fields as specified above for Activate or Modify downloads.
* Time Based Recovery – Same as Activate.
	+ Provider systems should replace all fields with those in the recovery message, including removal of optional fields not provided in the recovery message.
* SWIM Recovery – Individual operations are recovered.
	+ Provider systems should store the fields as specified in the message. For both Activate and Modify operations, all attributes in the object (including supported optional data fields that are populated) will be sent to accommodate objection creation in provider systems. If no supported optional data fields are populated, the Optional Field string is omitted entirely. If a Modify operation removed a value from an optional field, it is included in the string with a value of nil.
* Notifications –
	+ For a create notification (Number Pool Block only), string contains only fields supported by the provider and specified in the create request.
	+ For an AVC (Number Pool Block only), string contains only those fields supported by the provider that were modified. If a supported field is removed, it is included in the string with a value of nil.
* BDD - Each field supported by the provider has a position in the BDD record.
	+ For fields supported by the provider but not present in the NPAC’s subscription version, the field is included in the string with an empty value (two adjacent pipe characters).
	+ For fields not supported by the provider, no field placeholder is included in the string (no adjacent pipe characters).
	+ Provider systems should replace all fields with those in the BDD.

## LSMS Responses to Queries Initiated by NPAC SMS

During audit processing, the NPAC SMS queries Local SMS systems to retrieve Subscription Version (subscriptionVersion) and Number Pool Block (numberPoolBlock) object instances. As described in Section 4.2, the NPAC SMS sends scoped and filtered M-GET requests to the Local SMS system with a base managed object of lnpSubscriptions and a scope of 1, indicating a scope of the first level under the base managed object. ITU-T X.710 specifications for M-GET responses indicate that both the managed object class and managed object instance must be provided if the managed object is not the base object alone, which would be the case if the Local SMS returns any subscriptionVersion or numberPoolBock objects. However, the NPAC SMS will support a variation from the ITU-T X.710 specification in this regard and allow for the managed object instance to be unspecified or specified with a managed object instance containing an identifier other than that of a subscriptionVersion or numberPoolBlock. The NPAC SMS will also allow for the managed object class to be lnpSubscriptions when Subscription Version or Number Pool Block is returned, in addition to the expected managed object classes of subscriptionVersion and numberPoolBlock. This variation from the ITU-T X.710 specification is supported in addition to the standard managed object instance defined in the specification.

As described in Section 4.1.1, when Subscription Versions are downloaded to the Local SMS, the subscriptionVersion is the object class referenced in the download messages, and when Number Pool Blocks are downloaded to the Local SMS, the numberPoolBlock is the object class referenced in the download messages. During audit processing, the NPAC SMS compares only the attributes defined for these objects against the attributes in the corresponding NPAC SMS subscriptionVersionNPAC and numberPoolBlockNPAC objects. The NPAC SMS will accept attributes defined only for subscriptionVersionNPAC and numberPoolBlockNPAC objects in M-GET replies from the Local SMS, but the NPAC SMS will ignore such attributes and not consider them during audit processing

# Secure Association Establishment
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## Overview

This section describes the security, the association management and recovery procedures for the service provider SOAs and Local SMSs to follow, and how error information will be passed between interfaces.

The first section describes the security and authentication procedures used in the NPAC SMS interface. The second section describes the NPAC SMS's behavior and error handling and suggests how a service provider SOA or Local SMS should proceed when establishing an association.

## Security

This section describes the security processes and procedures necessary for service provider SOA systems and Local SMSs to establish a secure association and maintain secure communication with the NPAC SMS. Security threats to the NPAC SMS include:

1. Spoofing - An intruder may masquerade as either the SOA, Local SMS, or NPAC SMS to falsely report information.
2. Message Tampering - An intruder may modify, delete, or create messages passed.
3. Denial or Disruption of Service - An intruder may cause denial or disruption of service by generating or modifying messages.
4. Diversion of Resources - An intruder may generate or modify messages that cause resources to be diverted to unnecessary tasks.
5. Slamming - An intruder may generate or modify messages that cause customer’s service to be moved between service providers.

Security threats are prevented in the NPAC SMS by use of the following methods:

1. strong two way authentication at association.
2. insuring data integrity by detection of replay, deletion, or modification to a message.
3. insuring non-repudiation of data by guaranteeing integrity and supporting data origination authentication for each incoming message.
4. implementation of access control and application level security that allows only authorized parties to cause changes to the NPAC SMS database.

### Authentication and Access Control Information

The following access control information definition will be used in the AccessControl field of the association and CMIP PDUs to ensure a secure communication for both the SOA to NPAC SMS interface and the NPAC SMS to Local SMS interface:

|  |
| --- |
| LnpAccessControl ::= SEQUENCE { systemId [0] SystemID, systemType [1] SystemType, userId [2] GraphicString60 OPTIONAL, listId [3] INTEGER, keyId [4] INTEGER, cmipDepartureTime [5] GeneralizedTime, sequenceNumber [6] INTEGER (0...4294967295), function [7] AssociationFunction, recoveryMode [8] BOOLEAN signature  signature [9] BIT STRING}ServiceProvId ::= GraphicFixedString4SystemID ::= CHOICE { serviceProvID [0] ServiceProvId, npac-sms [1] GraphicString60}SystemType ::= ENUMERATED { soa(0), local-sms(1), soa-and-local-sms(2), -- value not supported npac-sms(3) --value is only valid for AccessControl definition}AssociationFunction ::= SEQUENCE { soaUnits [0] SoaUnits, lsmsUnits [1] LSMSUnits}SoaUnits ::= SEQUENCE { soaMgmt [0] NULL OPTIONAL, networkDataMgmt [1] NULL OPTIONAL, dataDownload [2] NULL OPTIONAL notificationDownload [3] NULL OPTIONAL}  |
| LSMSUnits ::= SEQUENCE { dataDownload [0] NULL OPTIONAL, networkDataMgmt [1] NULL OPTIONAL, query [2] NULL OPTIONAL} |

Exhibit 4. Access Control

#### System Id

The system Id is the unique Id for the system using an interoperable interface and must be specified in the systemId field. For a service provider using the SOA and/or Local SMS interfaces, this is the Service Provider ID. For the NPAC SMS, it is the unique identifier for the regional SMS.

In cases where a service provider is providing SOA services for an associated service provider, the primary service provider must establish the association with their System Id set to their primary Service Provider ID. PDUs that are subsequently sent to the NPAC SMS may contain the primary or associated Service Provider Ids of the requesting service provider. Associated Service Provider Ids are sent in the System Id when actions are being taken on behalf of an associated service provider by the service provider providing SOA services (the primary service provider). The Service Provider ID specified in the access control for PDUs sent after association establishment, whether it's the primary or secondary Service Provider ID, is considered the requesting service provider and all validations will use this Service Provider ID.

#### System Type

The system type that indicates the type of system using the interoperable interface must be specified in the systemType field. The valid types are SOA and/or Local SMS and NPAC SMS.

#### User Id

The user Id of the user of the interface can optionally be specified in the userId field for the SOA interface. This is the 60 character graphics string user identifier for a user on a SOA system. It is not validated on the NPAC SMS except for maximum length, however, it is used for logging purposes. Even though defined as a minimum length of 1, zero length is permitted.

#### List Id

The list Id must be specified as an integer in the listId field to identify a key list. This key list is one of the key lists exchanged outside of the interface process that is known to both the NPAC SMS and the Local SMS or SOA system it is communicating with.

NPAC key lists and service provider key lists are to be managed based upon service provider id and presentations layer address (P-selector) of the service provider’s SOA system and/or Local SMS system. Also, a given service provider id and P-selector value can exist for one or more Network Service Access Points (NSAP).

The NPAC SMS must generate and maintain NPAC key lists based upon the service provider’s service provider id and P-selector value of the system(s) that support its SOA and LSMS interfaces. In addition, service providers(SOA systems and Local SMS systems) must also manage the NPAC’s key lists. Each side of the interface must support multiple NPAC key lists per service provider id and P-selector value.

Service providers (SOA system and Local SMS system) must generate and maintain key lists based upon the service provider’s service provider id and P-selector value of the system(s) that support its SOA and LSMS interfaces. Furthermore, the NPAC SMS must also manage the service provider’s key lists. Each side of the interface must support multiple service provider(SOA system and Local SMS) key lists per service provider id and P-selector value.

In cases where a service provider is providing SOA services for an associated service provider, key lists are only exchanged with the primary service provider using the primary service provider id.

#### Key Id

The key Id of a key in the key list must be specified as an integer in the keyId field. This uniquely identifies the key in the key list used to create the digital signature. The size of the modulus for the key is variable between 600 and 2048 bits.

Since key lists are to be managed based upon service provider id and the P-selector value of a service provider’s SOA system and/or Local SMS system, keys are to be treated independently at the presentation layer for an association. By using presentation layer support of a key list, SOA and Local SMS systems can have one key or unique keys to support the SOA and LSMS interfaces. The following situations are supported:

1. If a service provider has one process supporting the SOA and LSMS interface, then the process has one P-selector value supporting both interfaces. The SOA/Local SMS system would use the same key list and the same key for all associations created for the both the SOA and LSMS interface. The NPAC SMS would in turn have one NPAC key list and key to support both interfaces.
2. If a service provider has two processes supporting the SOA and LSMS interface, then each process would have different P-selector values. The SOA and Local SMS systems would use separate key lists and keys per interface. In detail, the SOA system would use a key list and key for all associations involving the SOA interface and the Local SMS system would use a different key list and key for all associations involving the LSMS interface. The NPAC SMS would also manage separate key lists and keys per the SOA and LSMS interface. Furthermore, the NPAC SMS would use the same key list and key for all associations within a given interface.
3. If a service provider has an SOA system or a Local SMS system that consists of multiple processes, then each processes would have different P-selector values. Therefore, each process would manage separate key lists and separate keys per process. The NPAC SMS would also manage separate key lists/keys per process. For example, if a Local SMS system consists of 2 processes (one process supporting subscription data and the other supporting network/query data), the processes would have separate P-selector values and use separate key lists/keys per association. The NPAC SMS would also manage separate key lists and keys per process within the LSMS interface.

 Note: In cases where a service provider is providing SOA services for an associated service provider, keys are used from primary service provider key lists

If the service provider determines their key is compromised they should change their own private key and list. If the NPAC determines that their key is compromised then they should change their own private key and list. The NPAC should not invalidate a service provider’s key and vice versa. However, should either side of the industry interfaces (SOA and Local SMS interface) change keys, the remote side is expected to mark the previously used key as used (key expiration). Previously used keys (ListId/KeyId combinations) are considered expired and result in a security violation across the industry interface when re-used.

#### CMIP Departure Time

The CMIP departure time must be specified in GeneralizedTime in the cmipDepartureTime field as the time the PDU departed the sending system. The universal time format (YYYYMMDDHHMMSS.0Z) is used. In order to ensure data integrity and no-repudiation the NPAC SMS system must be synchronized to within five minutes of the Local SMS and SOA systems that it communicates.

#### Sequence Number

The sequence number is an integer that must be specified in the sequenceNumber field. It should be specified as zero at association time and incremented by one for every message sent over the association. Once the sequence number reaches 4294967295 the counter will be reset to one for the association. Please note that each sender independently keeps its own counter for the sequence number of messages sent and received. For example, after association is established, a Local SMS could send three messages to the NPAC SMS with sequence numbers 1, 2, and 3 respectively. The NPAC SMS when sending its first message to the Local SMS would use sequence number 1, not sequence number 4.

#### Association Functions

The Association Function(s) must be specified on the initial association request (AARQ PDU). The following table lists the possible Association Functions that can be specified for each of the Association Request Initiators and the associated bit mask value:

Exhibit 135 Association Functions

|  **Association Request Initiator****Association Function**  | **SOA** | **Local SMS** |
| --- | --- | --- |
| **SOA Management (Audit and Subscription Version)****Classes:****lnpNPAC-SMS****lnpSubscriptions****numberPoolBlock****numberPoolBlockNPAC****subscriptionAudit****subscriptionVersion****subscriptionVersionNPAC** | 0x01 |  |
| **Service Provider and Network Data Management****Classes:****lnpNetwork****lnpNPAC-SMS****lnpServiceProvs****serviceProv****serviceProvLRN****serviceProvNetwork****serviceProv-NPA-NXX****serviceProvNPA-NXX-X** | 0x02 | 0x04 |
| **LSMS Network and Subscription Data Download****Classes:****lnpNetwork****lnpNPAC-SMS****lnpSubscriptions** |  | 0x08 |
| **SOA Network Data Download** **Classes:****LnpNetwork****lnpNPAC-SMS** | 0x20 |  |
| **Query Outbound from the NPAC SMS****Classes:****All** |  | 0x10 |

The association functions specified upon association are stored. Then all subsequent operations performed by that associations are then validated against that data to verify that they are 'legal'. All outbound messages from the NPAC are also validated against the association functions and if a service provider does not have the correct masking set, they will not receive the transmission. Note that the multiple Association Functions can be specified for an association. For example, a Local SMS can establish an association for both the process audit and network and subscription data download association functions.

#### Recovery Mode

The recovery mode flag is set to TRUE when a Local SMS or SOA is establishing a connection after a downtime. This flag indicates to the NPAC SMS to hold all current transactions until the Local SMS or SOA sends the Recovery Complete action. Once an association is established in recovery mode by a Local SMS, the Local SMS should request service provider, subscription and network downloads and notifications that occurred during downtime. Once an association is established in recovery mode by a SOA, the SOA should request service provider and network downloads and notifications that occurred during downtime. After these steps are complete, the Local SMS or SOA should submit the Recovery Complete action. The NPAC SMS will respond to the recovery complete action, send all updates that occurred since association establishment and then normal processing will resume. See *Appendix B, Section 7.1****.***

Service Provider Local SMS and SOA systems recover data independently. SOA systems can recover their information before, after, or concurrently with an LSMS using the same Service Provider Id.

A service provider providing SOA services for associated service providers can recover notifications for the primary and each associated service provider id prior to issuing the Recovery Complete action.

A value of failure is returned when a RecoveryCompleteAction is sent and the Service provider is not in recovery mode.

Alternatively, Service Provider Local SMS and SOA systems can recover data using the SWIM method. Refer to section 5.3.4 (Recovery) for more information.

#### Signature

The signature field contains the MD5 hashed and encrypted systemId, the system type, the userId, the cmipDepartureTime, and sequenceNumber without separators between those fields or other additional characters. Before hashing and encryptions, character fields are ASCII format and integer fields are 32 bit big endian. Encryption is done using RSA encryption using the key from the key list specified. Validation of this field ensures data integrity and non-repudiation of data. The following is additional information about how the information should be represented for digital signature encoding:

|  |  |  |
| --- | --- | --- |
| **Field** | **Format** | **Contents** |
| SystemID | ASCII |  |
| SystemType | Integer | e.g. local-sms = 1 |
| UserId | ASCII |  |
| cmipDepartureTime | ASCII | "YYYYMMDDHHMMSS.OZ" format |
| sequenceNumber | Integer |  |

### Association Establishment

Strong two way authentication at association is done for both the SOA to NPAC SMS interface and the NPAC SMS to Local SMS interface. This secure association establishment is done at the application level using the access control field described above. The access control information used during association set-up is sent in the association control messages. Association establishment can be done by the SOA to NPAC SMS or Local SMS to NPAC SMS. The NPAC SMS cannot initiate an association. The initiator of the association specifies its information in the AARQ PDU message and the responder in the AARE PDU.

When the SOA or LSMS initiate an association with the NPAC the NSAP and P-selector values will be validated to ensure that they are valid for the service provider initiating the association. The following is an example of the information exchanged in the AARQ and AARE PDUs and the processing involved. Assume for the example:

1. A Local SMS is making an association with the NPAC SMS.
2. The Local SMS systemId is “9999.”
3. The NPAC SMS systemId is “NPAC SMS User Id.”
4. the listId for the key list is 1.
5. the keyId is 32.
6. The key in listId 1 with a keyId of 32 is “ABC123.”
7. The sequence number is 0 (as required).

The Local SMS initiates the association request by creating and sending an AARQ PDU to the NPAC SMS. This AARQ PDU contains the following access control information in the syntax described above:

1. the systemId of “9999”.
2. the listId of 1.
3. the keyId of 32.
4. the current Local SMS GMT time in the cmipDepartureTime.
5. a sequence number of 0.
6. the signature contains MD5 hashed and encrypted systemId, systemType, userId, cmipDepartureTime, and the sequenceNumber using the encryption key “ABC123” as found in key list 1 with key id 32.
7. and all BOOLEAN items are set to FALSE in the functional groups field, except for the LSMSUnit of Query item which is set to TRUE.

Once the AARQ PDU is sent, the sender (in this case the Local SMS), starts a tunable timer (with a default value of 2 minutes). If the timer expires before the AARE PDU is received then the Local SMS will terminate the association attempt.

When the NPAC SMS receives the association request it validates the data received. The data is validated as follows:

1. Ensure the systemId is present and valid for the association.
2. Ensure the sequence number is 0.
3. Ensure the cmipDepartureTime is within 5 minutes of the current NPAC SMS GMT time.
4. find the key specified and decrypt the signature insuring that the systemId, systemType, userId, cmipDepartureTime, and sequenceNumber are the same as those specified in the PDU.
5. The functional groups requested are valid for the system type that requested the association. In this example, the system type must be “local-sms(1)” {“soa-andlocal-sms(2)” value is to be removed from a future version of the IIS}.

If validation of the AARQ PDU fails then an A-ABORT will be issued by the NPAC SMS with an error of access denied. If the validation of the AARQ PDU is successful then an AARE PDU would be sent back to the Local SMS. This AARE PDU contains the following access control information in the syntax described above:

1. the systemId of “NPAC SMS User Id.”
2. the listId of 1.
3. the keyId of 32.
4. the current NPAC SMS GMT time in the cmipDepartureTime.
5. a sequence number of 0.
6. and the signature contains MD5 hashed and encrypted systemId, systemType, userId, cmipDepartureTime, and the sequenceNumber using the encryption key “ABC123” as found in key list 1 with key id 32.

The NPAC SMS may choose to optionally specify a new listId and keyId if for any reason it wants to make a key change. Should either side of the interface change its listId/keyId values, both sides of the interface must mark the previously used keyId as used.

When the Local SMS receives the association response it validates the data received. The data is validated as follows:

1. Ensure the systemId is present and valid for the association. (Note: the userId field is not required for Local SMS and NPAC SMS associations).
2. Ensure the sequence number is 0.
3. Ensure the cmipDepartureTime is within 5 minutes of the current Local SMS GMT time.
4. find the key specified and decrypt the signature insuring that the systemId, systemType, userId, cmipDepartureTime, and sequenceNumber are the same as those specified in the PDU.

If validation of the AARE PDU fails then an A-ABORT will be issued by the Local SMS or the Local SMS will attempt to re-associate with the NPAC SMS. If validation is successful then a secure association has been established.

### Data Origination Authentication

For M-GET, M-SET, M-CREATE, M-DELETE, and M-ACTION, the access control field described above is used for data origination authentication. Please note that any of the messages sent between manager and agent must be sent in confirmed mode. The following is an example of the information exchanged in the CMIP PDUs and the processing involved. Assume for the example:

1. A SOA is making an association with the NPAC SMS.
2. The SOA system provides SOA functionality for another Service Provider.
3. The SOA systemId is “9999” for the primary Service Provider Id and is “8888” for an associated Service Provider Id.
4. The NPAC SMS systemId is “NPAC SMS User Id.”
5. the listId for the key list is 1.
6. the keyId is 32.
7. The key in listId 1 with a keyId of 32 is “ABC123.”
8. The sequence number is 1.

The SOA sends an M-GET to the NPAC SMS. The M-GET PDU contains the following access control information in the syntax described above:

1. the systemId of “8888.”
2. the listId of 1.
3. the keyId of 32.
4. the current Local SMS GMT time in the cmipDepartureTime.
5. a sequence number of 1.
6. and the signature contains MD5 hashed and encrypted systemId, systemType, userId, cmipDepartureTime, and the sequenceNumber using the encryption key “ABC123” as found in key list 1 with key Id 32.

Once the M-GET is sent, the sender (in this case the SOA), starts a tunable timer (with a default value of 2 minutes). If the timer expires before the M-GET CMISE service response is received then the SOA will regenerate the sequenceNumber, cmipDepartureTime and signature and resend the request. The SOA should resend a default of 3 times and abort the association if no response is received. If a response is received after the timeout period, it should be discarded. If an error message is received on a retry request, it should be evaluated to see if the request was processed or the error was received for other reasons. For example, an error of “duplicateObjectInstance” for an M-CREATE request most likely indicates a successful create.

When the NPAC SMS receives the M-GET request it validates the data received. The data is validated as follows:

1. Ensure the systemId is present and valid for the association. For the SOA the systemId can be the primary or associated Service Provider Id depending on the requestor.
2. Ensure the sequence number is the next sequence number expected. (In this case 1).
3. Ensure the cmipDepartureTime is within 5 minutes of the current NPAC SMS time.
4. find the key specified and decrypt the signature, insuring that the systemId, systemType, userId, cmipDepartureTime, and sequenceNumber are the same as those specified in the PDU.

If validation of the M-GET PDU fails then an A-ABORT will be issued by the NPAC SMS without any additional information to prevent tampering and unauthorized use of network resources by intruders. If the validation of the M-GET PDU is successful then the NPAC SMS would get the data requested and send back an M-GET Response to the SOA.

Since CMIP notifications (M-EVENT-REPORT) do not have access control fields, all notifications defined contain the access control information in the notification definition. ObjectCreation, ObjectDeletion, and AttributeValueChange should use the “information” attribute, which is an ANY DEFINED BY to contain the access control field. The values and authentication for the notification access control fields are the same as above. For range ObjectCreation and AttributeValueChange notifications the access control would not be placed in the information attribute but rather in the access control attribute defined. This would allow for the access control information to only be present once in the range notifications.

When the NPAC sends a notification, the destination service provider is uniquely identified in the distinguishedName of the M-EVENT-REPORT. The lnpLocalSMS-Name attribute value(2.17) is appended to the service provider's id and is used to populate the value of the first element of the EventReportArgument's managedObjectInstance distinguishedName. This allows primary service providers to distinguish notifications destined for themselves and for each secondary service provider.

### Audit Trail

Audit trails will be maintained in logs on the NPAC SMS for the following association information:

1. Association set-up messages.
2. Association termination messages.
3. Invalid messages:
4. invalid digital signature.
5. sequence number out of order.
6. generalized time out of range.
7. Invalid origination address.
8. All incoming messages regardless of whether or not they cause changes to data stored in the NPAC SMS.

This information will be made available for report generation on the NPAC SMS system. It will not be made available through the NPAC SMS Interoperable Interface.

## Association Management and Recovery

### Establishing Associations

#### NpacAssociationUserInfo

The following structure will be used to report the status of a login attempt or the current state of the NPAC SMS:

NpacAssociationUserInfo ::= SEQUENCE {

 error-code [0] IMPLICIT ErrorCode,

 error-text [1] IMPLICIT GraphicString(SIZE(1..80))

}

ErrorCode ::= ENUMERATED

{

 success (0),

 access-denied (1)

 retry-same-host (2)

 try-other-host (3)

 new-bind-received (4)

}

Bind Requests and Responses

For AARQ (M-Bind requests) the NPAC SMS will be ignoring the CMIPUserInfo userInfo field. The SMASEUserInfo will be ignored by the NPAC SMS.

In order to validate a successful login, the AARE (M-Bind response) from the NPAC SMS will contain the NpacAssociationUserInfo as the “userInfo” field of the CMIPUserInfo that is contained on the AARE. The ErrorCode will be set to “success”.

The following structure will be used for CMIPUserInfo:

CMIPUserInfo ::= 2:9:1:1:4

--{joint-iso-ccitt(2) ms(9) cmip(1) cmip-pci(1)

abstractSyntax(4)}

CMIPUserInfo ::= SEQUENCE {

 protocolVersion [0] IMPLICIT ProtocolVersion

 DEFAULT {version1-cmip-assoc},

 functionalUnits [1] IMPLICIT FunctionalUnits DEFAULT {},

 accessControl [2] EXTERNAL OPTIONAL

 userInfo [3] EXTERNAL OPTIONAL

}

#### Unbind Requests and Responses

The NPAC SMS will never be issuing the RLRQ (M-Unbind request), but will respond to them from the SOA or Local SMS.

#### Aborts

For unsuccessful logon attempts or situations where the NPAC SMS application must abort all associations, the ABRT CMIPAbortInfo structure’s “userInfo” will contain the NpacAssociationUserInfo structure. The ErrorCode will be set to one of the enumeration values.

The following structure will be used for CMIPAbortInfo:

CMIPAbortInfo ::= 2:9:1:1:4

--{joint-iso-ccitt(2) ms(9) cmip(1) cmip-pci(1)

abstractSyntax(4)}

CMIPAbortInfo ::= SEQUENCE {

 abortSource [0] IMPLICIT CMIPAbortSource,

 userInfo [1] EXTERNAL OPTIONAL

}

#### NPAC SMS Failover Behavior

Under normal conditions, the primary NPAC SMS will be responding by accepting association requests while the secondary NPAC SMS will be responding by denying association requests with an ABRT and error code of TRY\_OTHER\_HOST.

When the primary NPAC SMS needs to go down for a short period of time (secondary will not take over), the primary NPAC SMS will either not be responding (if down) or be denying association requests with an error code of RETRY \_SAME\_HOST (if partially up). The secondary NPAC SMS will be responding by denying association requests with an ABRT and error code of TRY\_OTHER\_HOST.

When the primary NPAC SMS goes down (scheduled or unscheduled) and the secondary NPAC SMS is re-synchronizing to become active, the primary NPAC SMS will be denying association requests with an ABRT and error code of TRY\_OTHER\_HOST. The secondary NPAC SMS will be responding by denying association requests with an ABRT and error code of RETRY\_SAME\_HOST. Once the secondary NPAC SMS is done re-synchronizing, it will then start accepting association requests.

#### Service Provider SOA and Local SMS Procedures

The following is an algorithm that can be used by a service provider SOA or Local SMS when trying to establish an association with the NPAC SMS:

try to establish an association on the primary NPAC SMS if a response was obtained

{

 if the response was an ABRT and the ABRT is from the NPAC
 Application

 {

 switch (error code)

 {

 case ACCESS\_DENIED

 find out what is causing the error and fix it

 retry the association on the primary NPAC SMS

 case RETRY\_SAME\_HOST

 wait X seconds

 retry the association on the primary NPAC SMS

 case TRY\_OTHER\_HOST

 wait X seconds

 execute this algorithm again substituting

 "secondary" for "primary"

 }

 }

 else

 {

 if the response was an ABRT and from the PROVIDER
 (not application)

 find out what is causing the error and fix it

 retry the association on either the primary or

 secondary NPAC SMS

 }

else

{

 # timeout - some type of network error has occurred

 # a number of different things can be done:

 #

 # wait X seconds

 # retry primary

 #

 # or

 #

 # find out what is causing the error and fix it

 # retry the association on the primary NPAC SMS

 #

 # or

 #

 # wait X seconds

 # execute this algorithm again substituting

 # "secondary" for "primary"

}

### Releasing or Aborting Associations

Any of the systems, NPAC SMS, service provider SOA or Local SMS can abort an association at any time. Only the SOA and Local SMS can perform an RLRQ request. Once a scheduled outage has arrived, the NPAC SMS will abort associations (error code of “Try Other Host” or “Retry Same Host” depending on the type of outage).

### Error Handling

#### NPAC SMS Error Handling

The NPAC SMS will issue errors to the Local SMS and SOA interfaces based upon the definitions and mappings in Appendix A. The NPAC SMS expects the SOA and Local SMS to support the same error definitions when both issuing (with the exception of a sending processingFailure as defined in ILL 130) and receiving error responses for the operations each interface supports.

The NPAC SMS will attempt to interpret an error returned from a SOA or Local SMS. The NPAC SMS will log the error. If the request is not resent and the error response was returned from a Local SMS and related to a subscription version broadcast (M-CREATE or Create Action, M-DELETE, M-SET), a broadcast failure will be noted for the service provider on the subscription version. If a service provider does not have an active Local SMS association at the time of a broadcast, the broadcast will be automatically failed for the service provider.

The Local SMS and SOA are expected to recover themselves with the NPAC SMS when their association is reestablished. Thus it is the responsibility of the Local SMS and SOA to request the necessary data to rectify the failed transmission of M-EVENT-REPORTs, network data updates and non-broadcast oriented subscription version updates.

If the NPAC SMS sends a request to a Local SMS or SOA and receives no response from the CMISE service within the tunable period, the NPAC SMS will resend the message according to the tunable retry periods for the specific message type. If a response is received after the timeout period, it will be discarded. If the NPAC SMS receives no response, the NPAC SMS will assume the association is down and abort the connection. The Local SMS and SOA systems should assume the same behavior with the NPAC SMS.

#### Processing Failure Error

The NPAC SMS will use the Service Provider profile flags (SOA Action Application Level Errors Indicator, SOA Non-Action Application Level Errors Indicator, LSMS Action Application Level Errors Indicator, and LSMS Non-Action Application Level Errors Indicator) to determine the handling of Processing Failure errors. When they are not supported:

In addition to the standard CMIP error reporting mechanisms, the following attribute will be passed in the SpecificErrorInfo structure on CMIP errors that return a PROCESSING FAILURE error. This structure will be used to detail errors not covered by the standard CMIP error codes.

**GDMO Definition**

lnpSpecificInfo ATTRIBUTE

 WITH ATTRIBUTE SYNTAX LNP-ASN1.LnpSpecificInfo;

 MATCHES FOR EQUALITY;

 BEHAVIOUR lnpSpecificInfoBehavior;

 REGISTERED AS {lnp-attribute 8};

lnpSpecificInfoBehavior BEHAVIOUR

 DEFINED AS !

This attribute is used to return more detailed error text information upon a CMIP Processing Failure error.

!;

**ASN.1 Definition**

LnpSpecificInfo ::= GraphicString(SIZE(1..256))

When the Service Provider profile flags (SOA Application Level M-ACTION Errors Indicator, SOA Non-Action Application Level Errors Indicator, LSMS Application Level Errors M-ACTION Indicator, and LSMS Non-Action Application Level Errors) are supported, the Processing Failure error will contain an lnpSpecificErrorCode instead of lnpSpecificInfo.

#### NPAC SMS Detailed Error Codes

The NPAC SMS will issue detailed error codes to the supporting SOA and Local SMS interfaces based upon the definitions and mappings in Appendix A. The Service Provider profile flags (SOA Application Level Errors Indicator, LSMS Application Level Errors Indicator) will indicate whether application level errors are supported across the SOA/LSMS interfaces. When they are supported:

* The SOA/LSMS will utilize ACTIONs that support detailed error codes (e.g., M-ACTION subscriptionVersionActivateWithErrorCode), as defined in Exhibit 10. The SOA/LSMS may still utilize ACTIONs that do not support detailed error codes.
* All other CMIP messages (e.g., M-CREATE serviceProvNPA-NXX) will be supported through a processingFailure response that will contain the detailed error code, instead of the other CMIP standard errors.

This allows all messages to be covered for the detailed error codes for SOA/LSMS interfaces that support this features.

For SOA/LSMS interfaces that do not support this feature, an ACTION that supports error codes will result in a no-such-action error response.

### Recovery

The SOA and Local SMS associations are viewed to be permanent connections by the NPAC SMS. Thus when the association is broken for any reason, the system connecting to the NPAC SMS must assume responsibility to recover and resynchronize themselves with the NPAC SMS.

A primary SPID using a SOA, or a SPID using a Local SMS, may establish more than one association with the NPAC SMS under the following constraints regarding recovery. NPAC SMS will allow only one association from a given service provider and local system (SOA or LSMS) to be established for recovery, and will not allow other associations to be established in normal mode until recovery is complete. More specifically:

a) For a service provider and local system (SOA or LSMS) attempting to establish an association in recovery mode:

i) If an association that does not have intersecting association functions already exists (in either normal mode or recovery mode) for the same service provider and local system, NPAC SMS will reject the bind request.

ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).

b) For a service provider and local system (SOA or LSMS) attempting to establish an association in normal mode:

i) If an association that does not have intersecting association functions already exists in recovery mode for the same service provider and local system, NPAC SMS will reject the bind request.

ii) If no other association exists for the same service provider and local system, or the only associations that exist for the same service provider and local system either exist in normal mode or have intersecting association functions, NPAC SMS will accept the bind request. NPAC SMS will abort any previous association(s) using the same association function(s).

During the recovery processing, other messages may be generated at the NPAC SMS that are intended for the recovering SOA or LSMS. These messages are queued on the NPAC SMS until the SOA or LSMS finishes the recovery process and sends an lnpRecoveryComplete action to the NPAC SMS. Additionally, during the recovery process, the “x by y” retry functionality (where “x” is the number of attempts, and “y” is the interval in number of minutes in between attempts) continues on the NPAC SMS, but message sending is suspended to the SOA or LSMS, and the retry attempts counter is not decremented, as long as the SOA or LSMS is still in recovery mode. Therefore, a Subscription Version could stay in a “sending” status for a period of time longer than expected, since the retry logic will not transition the status to “partial failure” or “failed” as long as a Service Provider is in recovery mode.

While recovering subscription data, the NPAC SMS excludes Subscription Versions with a status of failed. The value in the Broadcast Timestamp field in each Subscription Version is used to determine whether or not a Subscription Version is included in the recovering LSMS’s requested criteria.

The SOA or LSMS is capable of recovering data based on the association functions. The SOA recovers service provider data and network data using the data download association function (dataDownload). The SOA recovers notification data using the soa management association function (soaMgmt). The LSMS recovers service provider data and network data, subscription data, and number pool block using the data download association function (dataDownload), and recovers notification data using the network data management association function (networkDataMgmt).

Service Provider and Notification recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an abort message is returned.

NPAC data may be recovered in three ways, ‘time-based’, ‘record-based’, or ‘Send What I Missed (SWIM)-based’criteria. Based on the type of data being recovered, additional criteria may also be specified. The table below show the type of data that can be recovered, and the criteria that may be used for each type.

|  |  |  |
| --- | --- | --- |
| **Data Type** | **Criteria** | **Additional Criteria** |
| Network Data | Time Based | Time Range (consisting of Start time, End time) |
| Record-Based | NPA-NXX range |
| all NPA-NXX data |
| NPA-NXX-X range |
| all NPA-NXX-X data |
| LRN range |
| all LRN data |
| all network data |
| SWIM | conditional Action ID (indicating receipt of previous response for <Network> data) |
| Service Provider Data | Time Based | Time Range (consisting of Start time, End time) |
| Record Based | Service Provider ID |
| All Service Providers |
| SWIM | conditional Action ID (indicating receipt of previous response for <Service Provider> data) |
| Subscription Data | Time-Based | Time Range (consisting of Start time, End time) |
| Record-Based | TN |
| TN range |
| SWIM | conditional Action ID (indicating receipt of previous response for <Subscription> data) |
| Number Pool Block Data | Time-Based | Time Range (consisting of Start time, End time) |
| Record-Based | NPA-NXX-X |
| NPA-NXX-X range |
| SWIM | conditional Action ID (indicating receipt of previous response for <Number Pool Block> data) |
| Notification Data | Time-Based | Time Range (consisting of Start time, End time) |
| Record-Based | Not Available |
| SWIM | Time Range (consisting of Start time, End Time) is ignored in a SWIM recovery requestConditional Action ID (indicating receipt of previous response for <Notification> data) |

**‘Time-Based’ Recovery Requests**

All 'time-based' recovery requests specifying time range criteria are limited to the NPAC SMS tunable, “Maximum Download Duration”. When the SOA or LSMS issues a recovery request (whether Service Provider, Network, Subscription, Number Pool Block, or Notification Data) with time-based criteria, the NPAC SMS will compare the time range indicated in the request to the “Maximum Download Duration” tunable.

For service providers that do not support linked replies, Subscription data 'time-based' recovery requests specifying time range criteria are also limited to the number of TNs specified in the Service Provider specific tunable, “Maximum TN Download in Recovery Request”. Therefore, a valid request will fall within both the duration and quantity tunable values.

For service providers that do not support linked replies, Notification data 'time-based' recovery requests specifying time range criteria are also limited to the number of notifications specified in the NPAC SMS tunable, “Maximum Number of Download Notifications”. Therefore, a valid request will fall within both the duration and quantity tunable values.

For service providers that do not support linked replies, for all types of 'time-based' recovery requests, where the tunable value is exceeded, an appropriate error message is issued over the interface from the NPAC SMS to the originating system. This applies to both duration overages (“Maximum Download Duration”), and number of record overages (“Maximum TN Download in Recovery Request” for subscription data, and “Maximum Number of Download Notifications” for notification data).

**‘Record-Based’ Recovery Requests**

For service providers that do not support linked replies, all ‘record-based’ recovery requests specifying other criteria (for example, TN/TN range, NPA-NXX/NPA-NXX range) are limited by the number of records specified in the NPAC SMS tunable, “Maximum Number of Download Records”. When the SOA or LSMS issues a network data recovery request or the LSMS issues a subscription version data recovery request, using 'record-based' criteria, the NPAC SMS will compare the records indicated in the request to the “Maximum Number of Download Records” tunable. If the number of records exceeds this tunable value, an appropriate error message is issued over the interface from the NPAC SMS to the originating system.

**‘SWIM-Based’ Recovery Requests**

‘SWIM-based’ recovery requests allow for the recovery of service provider, network, subscription, number pool block, and notification data where the NPAC SMS replies to the originating SOA/LSMS with the missed data, by using linked replies. The NPAC SMS will keep track of messages destined for a SOA/LSMS that were NOT successfully responded to by the SOA/LSMS, when the service provider system supports SWIM recovery (SP Profile Flags, SOA SWIM Indicator = TRUE and LSMS SWIM Indicator = TRUE). Missed messages will be stored based on the limits of the SOA SWIM Maximum and LSMS SWIM Maximum tunables. SWIM based recovery requests can only be sent to the NPAC when the SOA/LSMS is in recovery mode, otherwise an abort message is returned.

During SWIM based recovery, the SOA/LSMS issue recovery requests for each type of data, and the NPAC SMS will issue recovery responses based on the SP Profile flags for ranges, and notification types for the missed messages and limit the responses by the respective Linked Reply Blocking Factor and Maximum Linked Recovered Object tunables for each data type. Each response from the NPAC SMS will contain a status and ACTION\_ID. If the Service Provider system returns an invalid ACTION\_ID, the NPAC SMS will abort the association. The status will be one of the following:

* Success

An NPAC SMS response that includes a status of Success indicates that SWIM recovery for the data type specified can be completed in either a single reply (with a status of Success and an ACTION\_ID) or multiple linked replies (each with a status of Success and the same ACTION\_ID in each reply, except for the last linked reply which will be empty – indicating the end of the linked reply data). In this case the Service Provider system must issue an M-EVENT-REPORT notification including the ACTION\_ID in order for the NPAC SMS to clear the SWIM list for this data type and continue the recovery processing.

* Failed

An NPAC SMS response that includes a status of Failed indicates the NPAC failed to process the recovery request. An ACTION\_ID is included, however the Service Provider system does not need to issue an M-EVENT-REPORT notification. The Service Provider system should re-start the recovery process with a new recovery request.

* No-Data-Selected

An NPAC SMS response that includes a status of No-Data-Selected indicates there isn’t SWIM data for the requested data type to recover. The response will include an ACTION\_ID and the Service Provider system must issue an M-EVENT-REPORT notification including the ACTION\_ID to continue the recovery processing.

* Swim-More-Data

An NPAC SMS response that includes a status of Swim-More-Data indicates that the SWIM recovery for the data type specified includes an amount of data greater than the Linked Reply Maximum and requires subsequent download request in order to recover all the data on the SWIM list.

When the Service Provider system receives an NPAC SMS ACTION response with linked replies that include an ACTION\_ID and status of Swim-More-Data in each of the replies, the Service Provider system should issue a subsequent recovery request including this ACTION\_ID. The NPAC SMS will issue an ACTION Response for the next set of data and clear the SWIM list for the (linked reply) data already downloaded and processed. This subsequent ACTION response from the NPAC SMS will include a new ACTION\_ID (the same in each of the linked replies for this response) and a status of either Swim-More-Data in each reply or Success in each reply followed by an empty reply. The Service Provider system and the NPAC SMS will continue this message exchange until the NPAC SMS ACTION Response indicates a status of Success (for each linked reply in that response).

After the Service Provider system receives an ACTION Response from the NPAC SMS indicating a status of Success and an ACTION\_ID, the Service Provider system must issue an M-EVENT-REPORT notification including the most recent ACTION\_ID in order for the NPAC SMS to clear this last set of (linked reply) data that was downloaded and processed, from the SWIM list for this data type and continue the recovery processing.

After the Service Provider system receives an ACTION Response from the NPAC SMS indicating a status of either Success or No-Data-Selected and an ACTION\_ID, the Service Provider system must issue an M-EVENT-REPORT notification including the most recent ACTION\_ID. If the Service Provider system returns an invalid ACTION\_ID, the NPAC SMS will abort the association. A failure status in the SWIM Recovery Results Notification indicates the SOA/LSMS was not successful in processing the data in the prior SWIM DownloadReply. This data associated with the action ID will not be removed from the SWIM list when the SOA/LSMS sends the failure status. The M-EVENT-REPORT reply from the NPAC SMS will contain one of the following responses:

* Success

An NPAC SMS M-EVENT-REPORT reply that includes a status of Success indicates that the recovery request has been completed for this data type and if there was data downloaded, that data has been cleared from the SWIM list.

* Failed With an Error Code

An NPAC SMS M-EVENT-REPORT reply that includes a status of Failed with an Error Code indicates that the recovery request failed and the Service Provider system should repeat recovery for that data type.

* Failed With an Error Code and a Stop-Date (timestamp)

An NPAC SMS M-EVENT-REPORT reply that includes a status of Failed with an Error Code and a stop-date (timestamp) indicates that the SWIM Maximum has been exceeded and the Service Provider’s SWIM indicator was changed from ON to OFF as of the time in the stop-date timestamp. The stop-date (timestamp), also indicates the time of the last SWIM entry onto the SWIM list. In this situation the Service Provider should perform further, ‘time-based’ recovery based upon the stop-date timestamp in order to recover all potentially missed messages for each data type they support. The Service Provider system may complete SWIM recovery for each data type and then request further time-based recovery for each data type:

For example:

SWIM (SP Data) – SWIM (Network Data) - SWIM (Subscription Data) – SWIM (NPB Data) – SWIM (Notification Data)

– time-based (SP Data) – time-based (Network Data) – time-base (Subscription Data) – time-base (NPB Data) – time-based (Notification Data)

OR upon performing SWIM recovery and receiving the stop-date timestamp they may immediately perform time-based recovery for that same data type then SWIM based recovery for the next data type followed by time-based recovery for the same data type:

For example:

SWIM (SP Data) – time-based (SP Data) – SWIM (Network Data)

- time-based (Network Data)

etc.

Service Providers can continue to use the existing recovery mechanism/messages to recover data between the SOA/LSMS and the NPAC, using the ‘time-based’ or ‘record-based’ methods. However, if the Service Provider supports SWIM recovery, it is important that they first recover using the SWIM criteria. When the Service Provider supports SWIM recovery, their SWIM list is not “cleared” until successful SWIM recovery occurs, thus recovering by either time-based or record-based criterion first and SWIM subsequently may cause data integrity issues.

Upon completion of recovery, the SOA/LSMS should issue an lnpRecoveryComplete message indicating the end of the missed data, and processing between the SOA/LSMS and NPAC SMS will resume normal mode. Since only one association for a given SPID/local system is allowed to be in recovery mode, and no other associations for that SPID/local system are allowed to be established in normal mode while the association is in recovery mode, the lnpRecoveryComplete message indicates that both the association and the local system (SOA/LSMS) have resumed normal mode.

#### Local SMS Recovery

To recover, the Local SMS starts by setting the recoveryMode flag of the access control parameter. This flag signals the NPAC SMS to hold all data updates to this Local SMS. The Local SMS should then request the service provider, network, subscription and number pool block data downloads and the notifications that occurred during downtime. Once this is complete, the Local SMS should issue the lnpRecoveryComplete action to turn off the recoveryMode flag. After the NPAC SMS responds to the lnpRecovery Complete action it will send to the LSMS any other messages that have occurred since the association was established.

#### SOA Recovery

To recover, the SOA starts by setting the recoveryMode flag of the access control parameter. This flag signals the NPAC SMS to hold all data updates to this SOA. The SOA should then request the service provider, network data downloads and notifications that occurred during downtime. Once this is complete, the SOA should issue the lnpRecoveryComplete action to turn off the recoveryMode flag. After the NPAC SMS responds to the lnpRecovery Complete action it will send to the SOA any other messages that have occurred since the association was established.

#### Linked Action Replies during Recovery

Linked Reply functionality applies to Service Providers that have their SOA Linked Replies Indicator set to TRUE, or their Local SMS Linked Replies Indicator set to TRUE.

For service provider that support linked replies the Maximum TN Download in Recovery Request, the Maximum Number of Download Notifications and Maximum Number of Download Records tunables do not apply to recovery processing.

Linked replies will be returned as the response to an lnpDownload action request for *network* data if the number of messages returned exceeds the "Network Data Linked Reply Blocking Factor" tunable but is less than the "Network Data Maximum Linked Recovered Objects" tunable. If the number of network data objects to be returned exceeds the "Network Data Maximum Linked Recovered Objects" tunable, a "criteria-too-large" error will be returned to the requesting SOA/LSMS.

Linked replies will be returned as the response to an lnpDownload action request for *subscription* data if the number of objects returned exceeds the "Subscription Data Linked Reply Blocking Factor" tunable but is less than the "Subscription Data Maximum Linked Recovered Objects" tunable. If the number of subscription data objects be returned exceeds the "Subscription Data Maximum Linked Recovered Objects" tunable, a "criteria-too-large" error will be returned to the requesting LSMS.

Linked replies will be returned as the response to an lnpDownload action request for *Number Pool Block* data if the number of objects returned exceeds the "Number Pool Block Data Linked Reply Blocking Factor" tunable but is less than the " Number Pool Block Data Maximum Linked Recovered Objects" tunable. If the number of Number Pool Block data objects be returned exceeds the " Number Pool Block Data Maximum Linked Recovered Objects" tunable, a "criteria-too-large" error will be returned to the requesting LSMS.

Linked replies will be returned as the response to an lnpNotificationRecovery action request for *notification* data if the number of notifications returned exceeds the "Notification Data Linked Reply Blocking Factor" tunable but is less than the "Notification Data Maximum Linked Recovered Notifications" tunable. If the number of notifications to be returned exceeds the "Notification Data Maximum Linked Recovered Notifications" tunable, a "criteria-too-large" error will be returned to the requesting SOA/LSMS.

As an example, a Service Provider’s SOA was down, and is now performing notification recovery. During the downtime, 90 notifications were issued. Assuming the Notification Blocking Factor is set to 50 notifications, the recovering SOA would receive data from the NPAC SMS in the form of three linked replies. The first reply would contain 50 notifications, the second reply would contain 40 notifications, and the third reply would be empty (this is an indication that the NPAC SMS is finished sending data for this recovery request). In the case where the amount of data to be returned is less than or equal to the associated Blocking Factor, the M-ACTION response will be a normal response (i.e., non-linked response) and will not be a linked reply.

Below are the tunables that specify the download size:

|  |  |
| --- | --- |
| Download Criteria | Tunable Name |
| Network data download request maximum linked reply size | Network Data Linked Replies Blocking Factor |
| Subscription download request maximum linked reply size | Subscription Data Linked Replies Blocking Factor |
| Number Pool Block download request maximum linked reply size | Number Pool Block Data Linked Replies Blocking Factor |
| Notification download request maximum linked reply size | Notification Data Linked Replies Blocking Factor |
| Total number of network data objects returned for a single download request | Network Data Maximum Linked Recovered Objects |
| Total number of subscription data objects returned for a single download request | Subscription Data Maximum Linked Recovered Objects |
| Total number of Number Pool Block data objects returned for a single download request | Number Pool Block Data Maximum Linked Recovered Objects |
| Total number of notification data notifications returned for a single download request | Notification Data Maximum Linked Recovered Objects |

Linked replies will be returned as the response to an action request from the recovering SOA/LSMS. The entire operation is considered complete once all linked replies and the final empty reply are returned as the response to the original request. Timeout processing is expected to start when the initial request is sent by the recovering SOA/LSMS, and terminate upon receipt of the final empty reply by the recovering SOA/LSMS.

## Congestion Handling

The following sections define NPAC SMS behavior when in congestion and the NPAC handling of Local SMS and SOA congestion. The recommendation for Congestion Control follows the “Flow Control” mechanism and is described in OSI Communication Reference Model (ISO/IEC 7498). The two types of flow control defined are:

1. Peer Flow Control
2. Inter-Layer Flow Control

Peer Flow Control can be used when two peer layers of the OSI Stack talk to each other. The most common form of Peer Flow Control is the sliding window protocol. This protocol is implemented by TCP. This is the flow control approach used by the NPAC SMS.

### NPAC SMS Congestion

Once the number of incoming messages to be queued to the NPAC SMS is exceeded at the transport layer, TCP/IP, an indication will be sent to the sender from the transport layer, TCP/IP, that congestion is occurring. Upon clearing of the congestion situation, the transport layer, TCP/IP will indicate to the sender that congestion has been cleared. As the receiver, the NPAC SMS application will not be aware that it is congested. The NPAC SMS application will be continually processing the information being sent as quickly as possible. Only the sender will be aware that the NPAC SMS is congested due to the fact that it can not send any more information to the NPAC SMS via the transport layer, TCP/IP. Implementation of functionality to handle NPAC congestion situations is at the discretion of SOA and LSMS vendors.

### NPAC Handling of Local SMS and SOA Congestion

The NPAC SMS application must be able to handle congestion when attempting to send out a message to a SOA or LSMS system. When receiving indications of congestion via the transport layer from a SOA or LSMS the NPAC SMS application stops dispatching messages for the SPID (primary or associated) and SOA or LSMS interface that returned congestion. Note: If a SOA system returns congestion it will not affect the LSMS for the same service provider and vise versa. When the NPAC SMS stops dispatching messages to a congested SOA or LSMS, the retry attempts and retry timer values and the behavior associated with them apply to the messages not dispatched. The NPAC will abort the SOA or LSMS association once the retry attempts are exhausted. Any unacknowledged messages at the NPAC SMS application layer will be handled as failures as they are when an association is aborted today, for example for security reasons.

Once the NPAC SMS gets an indication via the transport layer that a SOA or LSMS system that was previously congested is ready to receive information, the NPAC SMS resumes sending of messages to that system. Note that the NPAC SMS will use the sequence number for the message it sends first that was the sequence number on the message that was sent when congestion indication was received. This is done since the SOA or LSMS system did not receive this message. If the sequence number were incremented this would cause the SOA or LSMS to abort the association due to the sequence number value being larger than expected. SOA and LSMSs should use the same sequence number as well when communicating with the NPAC to prevent the NPAC from aborting the association due to the sequence number value being larger than expected.

### Out-Bound Flow Control

Under normal conditions the NPAC SMS sends messages to the associated SOA/LSMS and the SOA/LSMS is able to keep up with the NPAC, and Flow Control is not encountered. However, under load conditions, the SOA/LSMS is not able to keep up with the messages sent from the NPAC SMS and Flow Control may be encountered.

For a SOA/LSMS that is currently in a normal state (not in Flow Control), the NPAC SMS monitors the number of outstanding, non-responsive messages sent to that system. If the number of outstanding, non-responsive messages is less than the Flow Control Upper Threshold (tunable value), NPAC sends the current message it is handling, and continues with normal processing. If the number of outstanding, non-responsive messages is equal to the Flow Control Upper Threshold tunable, the NPAC sends the current message it is handling, and sets the Flow Control flag to TRUE. In this situation Flow Control is encountered.

During Flow Control the NPAC SMS verifies the Flow Control flag setting for the destination SOA/LSMS to determine if it’s OK to send each message. If the flag is FALSE, the message is sent; if the flag is TRUE the message is held/queued. In a Flow Control state, the NPAC SMS monitors the number of outstanding, non-responsive messages sent to that SOA/LSMS. If the number of outstanding, non-responsive messages is greater than the Flow Control Lower Threshold, no action is taken. When the number of outstanding, non-responsive messages is less than or equal to the Flow Control Lower Threshold (tunable value), the NPAC SMS resumes sending messages (whether queued or normal). A SOA/LSMS that is in a Flow Control state will have outstanding, non-responsive messages. For all outstanding, non-responsive messages that were sent, NPAC response timers and abort behavior will apply. For all messages NOT sent but held because the Flow Control flag is set to TRUE, NPAC response timers and abort behavior will NOT apply.

Flow Control is implemented on the NPAC SMS side of the CMIP interface and it is optionally implemented on the SOA/LSMS. The implementation of Flow Control by the sending system is independent of any implementation of Flow Control by the receiving system and is applicable on a per association basis. Flow Control applies to both normal mode and recovery mode and is applicable for service provider, network, number pool block, subscription version and notification data.

## Abort Processing Behavior

The NPAC exchanges messages with the SOA/LSMS. For every request from the NPAC, a response is required from the SOA/LSMS. A SOA/LSMS that fails to respond to a message is subject to Abort Processing Behavior (APB).

The NPAC sends messages to the associated SOA/LSMS. For every message sent, abort behavior is initiated, and a Roll-Up Activity (RAT) timer is started. The initial abort timer is based on existing retry functionality. The RAT timer is either the Roll-Up Activity-Single (RAT Single) tunable value or the Rollup Activity Timer Expire SVRange (RAT Range) tunable value. The secondary abort timer is the Abort Processing Behavior Upper Threshold tunable window. The NPAC allows a SOA/LSMS to fall behind in processing messages. However, the limit is defined by the Abort Processing Behavior Upper Threshold tunable window, upon which when this value is reached the association is aborted.

The NPAC SMS “rolls-up” downloaded data (e.g. SV activate to LSMSs) to reflect the status of porting activity. Abort behavior and roll-up behavior are separate items, but often confused because both can happen at the same time when a timer expires.

During message exchange between the NPAC SMS and the SOA/LSMS the response from the SOA/LSMS is one or more of the options below, based on the tunable settings:

* All SOAs/LSMSs respond to the NPAC SMS message before the end of the retry window and RAT timer expiration.
	+ In this instance the NPAC SMS expires the RAT timer for that event and with a successful response, the NPAC SMS considers the responding SOA/LSMS as “successful” to the request (e.g. the SPID is not placed on the Failed-SP List).
* All SOAs/LSMSs do NOT respond to the NPAC SMS before the end of the retry window (e.g. end of the “X by Y” window).
	+ The retry timer has expired based on the applicable retry value. The NPAC SMS determines if any messages/responses were received from this SOA/LSMS during the retry window.
		- If at least one message/response is received from the SOA/LSMS, processing continues.
* All SOAs/LSMSs do NOT respond to the NPAC SMS before the end of the RAT timer expiration. The RAT timer has expired based on the applicable value (either single or range).
	+ The NPAC SMS performs “roll-up” activities for all messages sent to the SOAs/LSMSs on this event (status is set, Failed-SP List(s) is updated appropriately and notifications are sent to respective SOAs).
* SOA/LSMS responds to the NPAC SMS AFTER the expiration of the RAT timer.
	+ The NPAC SMS updates status/Failed-SP List, and sends notifications to respective SOAs.
* SOA/LSMS does NOT respond to the NPAC SMS before the end of the secondary abort (Abort Processing Behavior Upper Threshold tunable)­­ window.
	+ The NPAC SMS aborts the association to the SOA/LSMS and the SOA/LSMS must re-associated to the NPAC SMS.
	+ The SOA/LSMS goes through recovery processing (recovery based on SOA/LSMS linked replies indicator) and the NPAC SMS updates the status/Failed-SP List, and sends notifications to the SOAs.

Abort processing behavior applies to both normal and recovery modes. Service provider, network, number pool block, subscription version and notification messages are subject to Abort processing behavior.

## Single Association for SOA/LSMS

A SOA/LSMS system may connect to the NPAC SMS with one association for the same function (same bit mask). The NPAC SMS will abort any previous associations that use that same function.

# GDMO Definitions
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The latest version of the GDMO interface definitions is available on the NPAC website (**[www.numberportability.com](http://www.npac.com)**, under the documents section).

# General ASN.1 Definitions
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The latest version of the LNP ASN.1 Object Identifier definitions is available on the NPAC website (**[www.numberportability.com](http://www.npac.com)**, under the documents section).

# LNP XML Schema
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The latest version of the LNP XML schema is available on the NPAC website ([www.numberportability.com](http://www.npac.com), under the documents section).

# Subscription Version Status
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| **Subscription Version Status Interaction Descriptions** |
| --- |
| **#** | **Interaction Name** | **Type** | **Description** |
| 1 | Conflict toCanceled | NPAC SMS Internal | NPAC SMS automatically sets a Subscription Version in conflict directly to canceled after it has been in conflict for a tunable number of calendar days. |
|  |  | SOA to NPAC SMS Interface or NPAC Operations Interface - NPAC Personnel | The old Service Provider User (or NPAC personnel acting on behalf of the Service Provider) sends a cancellation request for a Subscription Version created by that Service Provider with a status of conflict that has not been concurred by the other new Service Provider. |
| 2 | Conflict toCancel Pending | NPAC Operations Interface - NPAC Personnel | User cancels a Subscription Version in conflict or cancels a Subscription Version that was created by or concurred to by both Service Providers. |
|  |  | SOA to NPAC SMS Interface | User sends a cancellation request for a Subscription Version that was created by or concurred to by both Service Providers. |
| 3 | Cancel Pending toConflict | SOA to NPAC SMS Interface or NPAC SOA Low-tech Interface | Service Provider User sends an un-do cancel-pending request for a Subscription Version with a status of cancel-pending for which the same Service Provider previously issued a cancel request. |
|  |  | NPAC SMS Internal | NPAC SMS automatically sets a Subscription Version with a status of cancel pending to conflict if cancel pending acknowledgment has not been received from the new Service Provider within a tunable timeframe. |
| 4 | Conflict toPending | NPAC Operations Interface - NPAC Personnel and SOA to NPAC SMS Interface - Old Service Provider | User removes a Subscription Version from conflict. |
|  |  | SOA to NPAC SMS Interface - New Service Provider | New Service Provider User removes a Subscription Version from conflict. This action can only occur if a tunable number of hours have elapsed since the Subscription Version was placed in conflict. |
| 5 | Pending toConflict | NPAC Operations Interface - NPAC Personnel | 1. User sets a Subscription Version with a status of pending to conflict.
2. User creates a Subscription Version for an existing pending Subscription Version for the old Service Provider and does not provide authorization for the transfer of service.
 |
|  |  | SOA to NPAC SMS Interface - Old Service Provider | Old Service Provider sends a Subscription Version creation or modification request for a Subscription Version with a status of pending, which revokes the old Service Provider’s authorization for transfer of service. This action can only be taken once, and must be taken a tunable number of hours prior to the new Service Provider due date. |
| 6 | Pending toCanceled | NPAC Operations Interface - NPAC Personnel | User cancels a Subscription Version with a status of pending that has not been concurred by both service providers. |
|  |  | SOA to NPAC SMS Interface | Service Provider User sends a cancellation request for a Subscription Version created by that Service Provider with a status of pending that has not been concurred by the other Service Provider. |
|  |  | NPAC SMS Internal | 1. NPAC SMS automatically sets a pending Subscription Version to canceled after authorization for the transfer of service has not been received from the new Service Provider within a tunable timeframe.
2. NPAC SMS automatically sets a pending Subscription Version to canceled if an activation request is not received a tunable amount of time after new Service Provider due date.
 |
| 7 | Pending toCancel Pending | NPAC Operations Interface - NPAC Personnel | User cancels a Subscription Version with a status of pending that has been created/concurred by both Service Providers. |
|  |  | SOA to NPAC SMS Interface | Service Provider User sends a cancellation request for a Subscription Version with a status of pending that has been concurred by the other Service Provider. |
| 8 | Cancel Pending to Canceled | NPAC SMS Internal | NPAC SMS automatically sets a cancel pending Subscription Version to canceled after receiving cancel pending acknowledgment from the concurring Service Provider, or the final cancellation concurrence window has expired without cancel concurrence from the old Service Provider. |
| 9 | Creation -Set to Conflict | NPAC Operations Interface - NPAC Personnel | User creates a Subscription Version for the old Service Provider and does not provide authorization for the transfer of service. |
|  |  | SOA to NPAC SMS Interface - Old Service Provider | User sends an old Service Provider Subscription Version creation request and does not provide authorization for the transfer of service. |
| 10 | Creation -Set to Pending | NPAC Operations Interface - NPAC Personnel | User creates a Subscription Version for either the new or old Service Provider. If the create is for the old Service Provider and authorization for the transfer of service is not provided, refer to *# 9, Creation - Set to Conflict, NPAC Operations Interface*. |
|  |  | SOA to NPAC SMS Interface | User sends a Subscription Version creation request for either the new or old Service Provider. If the create is for the old Service Provider, and authorization for the transfer of service is not provided, refer to *# 9, Creation - Set to Conflict, SOA to NPAC SMS Interface.* |
| 11 | Disconnect Pending to Sending | NPAC SMS Internal | NPAC SMS automatically sets a deferred disconnect pending Subscription Version to sending after the effective release date is reached. |
| 12 | Cancel Pending to Pending | SOA to NPAC SMS Interface or NPAC SOA Low-tech Interface | Service Provider User sends an un-do cancel-pending request for a Subscription Version with a status of cancel-pending for which the same Service Provider previously issued a cancel request. |
| 13 | Pending toSending | NPAC Operations Interface - NPAC Personnel | User activates a pending Subscription Version for a Subscription Version with a new Service Provider due date less than or equal to today. |
|  |  | SOA to NPAC SMS Interface - New Service Provider | New Service Provider User sends an activation message for a pending Subscription Version for a Subscription Version with a new Service Provider due date less than or equal to today. |
| 14 | Sending toFailed | NPAC SMS Internal | NPAC SMS automatically sets a Subscription Version from sending to failed after all Local SMSs fail Subscription Version activation after the tunable retry period expires. |
| 15 | Failed toSending | NPAC Operations Interface - NPAC Personnel | User re-sends a failed Subscription Version. |
| 16 | Partially Failed to Sending | NPAC Operations Interface - NPAC Personnel | User re-sends a partial failure Subscription Version. |
| 17 | Sending toPartially Failed | NPAC SMS Internal | NPAC SMS automatically sets a Subscription Version from sending to partial failure after one or more, but not all, of the Local SMSs fail the Subscription Version activation after the tunable retry period expires. |
| 18 | Sending toOld | NPAC SMS Internal | NPAC SMS automatically sets a sending Subscription Version to old after a disconnect or “porting to original” port to all Local SMSs successfully completes. Disconnects that fail on one or more, but not all, Local SMSs will also be set to old. |
| 19 | Sending toActive | NPAC SMS Internal | 1. NPAC SMS automatically sets a sending Subscription Version to active after the Subscription Version activation is successful in all of the Local SMSs.
2. NPAC SMS automatically sets a sending Subscription Version to active after the Subscription Version modification is successfully broadcast to any of the Local SMSs after all have responded.
3. NPAC SMS automatically sets a sending Subscription Version to active after a failure to all Local SMSs on a disconnect.
 |
| 20 | Active toSending | NPAC Operations Interface - NPAC Personnel | User disconnects an active Subscription Version and does not supply an effective release date, or User modifies an active Subscription Version or resends a failed disconnect or modify. |
|  |  | SOA to NPAC SMS Interface - Current Service Provider | User sends a disconnect request for an active Subscription Version and does not supply an effective release date, or User modifies an active Subscription Version. |
| 21 | Active toOld | NPAC SMS Internal | NPAC SMS automatically sets the currently active Subscription Version to old once a currently active subscription version is superceded by a pending subscription version, due to the fact that the current version is set to old when an activate occurs. The new pending version is set to sending and then to active, partially failed, or old. On a disconnect the sending state occurs before the old. |
| 22 | Disconnect Pending to Active | NPAC Operations Interface - NPAC Personnel | User cancels a Subscription Version with a disconnect pending status. |
|  |  | SOA to NPAC SMS Interface - New Service Provider | User sends a cancellation request for a disconnect pending Subscription Version. |
| 23 | Active toDisconnect Pending | NPAC Operations Interface - NPAC Personnel | User disconnects an active Subscription Version and supplies an effective release date. |
|  |  | SOA to NPAC SMS Interface - Current Service Provider | User sends a disconnect request for an active Subscription Version and supplies an effective release date. |
| 24 | Old to Sending | NPA Operations Interface – NPAC Personnel | User re-sends a partial failure of a disconnect or partial failure or failure of a port-to-original Subscription Version. |
| 25 | Old to Old | NPAC SMS Internal | NPAC SMS automatically sets a Subscription Version from old to old after one or more previously failed Local SMSs successfully disconnect a Subscription Version, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |
| 26 | Partially Failed to Active | NPAC SMS Internal  | NPAC SMS automatically sets a Subscription Version from partial failure to active after all previously failed Local SMSs successfully activate a Subscription Version, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |
| 27 | Partially Failed to Partially Failed | NPAC SMS Internal  | NPAC SMS automatically sets a Subscription Version from partial failure to partial failure after one or more, but not all previously failed Local SMSs successfully activate a Subscription Version, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |

# Number Pool Block Status
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| **Number Pool Block Version Status Interaction Descriptions** |
| --- |
| **#** | **Interaction Name** | **Type** | **Description** |
| 1 | Creation -Set to Sending | NPAC SMS Internal | NPAC SMS creates a Number Pool Block for the Block Holder Service Provider. |
|  |  | NPAC Operations Interface - NPAC Personnel | User sends a Number Pool Block creation request for the Block Holder Service Provider. |
|  |  | SOA to NPAC SMS Interface - Block Holder Service Provider | The Service Provider User sends a Number Pool Block creation request for itself (the Block Holder Service Provider). |
| 2 | Sending toPartial Failure | NPAC SMS Internal | NPAC SMS automatically sets a Number Pool Block from sending to partial failure after one or more, but not all, of the Local SMSs fail the Number Pool Block activation after the tunable retry period expires. |
| 3 | Partial Failure to Sending | NPAC Operations Interface - NPAC Personnel | User re-sends a partial failure Number Pool Block. |
| 4 | Sending toFailed | NPAC SMS Internal | NPAC SMS automatically sets a Number Pool Block from sending to failed after all Local SMSs fail Number Pool Block activation after the tunable retry period expires. |
| 5 | Failed toSending | NPAC Operations Interface - NPAC Personnel | User re-sends a failed Number Pool Block. |
| 6 | Sending toActive | NPAC SMS Internal | 1. NPAC SMS automatically sets a sending Number Pool Block to active after the Number Pool Block activation is successful in all of the Local SMSs.
2. NPAC SMS automatically sets a sending Number Pool Block to active after the Number Pool Block modification is broadcast to all of the Local SMSs and either all have responded or retries have been exhausted.
3. NPAC SMS automatically sets a sending Number Pool Block to active after a failure to all Local SMSs on a de-pool.
 |
| 7 | Active toSending | NPAC Operations Interface - NPAC Personnel | 1. User de-pools an active Number Pool Block.
2. User modifies an active Number Pool Block.
3. User resends a failed de-pool or modify Number Pool Block.
 |
|  |  | SOA to NPAC SMS Interface - Block Holder Service Provider | User modifies an active Number Pool Block. |
| 8 | Sending toOld | NPAC SMS Internal | 1. NPAC SMS automatically sets a sending Number Pool Block to old after a de-pool to all Local SMSs successfully completes.
2. NPAC SMS automatically sets a sending Number Pool Block to old after a de-pool that fails on one or more, but not all Local SMSs.
 |
| 9 | Old to Sending | NPA Operations Interface – NPAC Personnel | User re-sends a partial failure of a de-pool. |
| 10 | Partial Failure to Partial Failure | NPAC SMS Internal  | NPAC SMS automatically sets a Number Pool Block from partial failure to partial failure after one or more, but not all previously failed Local SMSs successfully activate a Number Pool Block, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |
| 11 | Partial Failure to Active | NPAC SMS Internal  | NPAC SMS automatically sets a Number Pool Block from partial failure to active after all previously failed Local SMSs successfully activate a Number Pool Block, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |
| 12 | Old to Old | NPAC SMS Internal  | NPAC SMS automatically sets a Number Pool Block from old to old after one or more previously failed Local SMSs successfully de-pools a Number Pool Block, as a result of an audit or LSMS recovery. The Failed\_SP\_List is updated to reflect the updates to the previously failed SPs. |